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1. Generalized Tits system. In order to describe the situation where the 
algebraic group G is not simply connected (cf. Bruhat's talk; also see [31 [8]). 
we have to generalize the notion of Tits system (or BN-pair, see Tits [13]) as 
follows. 

Let G be a group and B, N subgroups of G. The triple (G, B, N) is called a 
generalized Tits system if the following conditions (i) - (vi) are all satisfied. 

(i) H = B n N is a normal subgroup of N. 
(ii) The factor group N /H is a semidirect product of a subgroup 0 and a normal 

subgroup W:N/H = O· W. 
(iii) There exists a system of generators of W consisting of involutive elements 

w1 (i e /) with the following properties (iii; tx) and (iii; p). [We assume that w1 #; 1 
and that w1 #; wi (for i #; 1). We also identify the index set I with the generator 
system {w1 ; i e I}]. 

(iii; cc) For any u in ow and for any W; in /, 

uBw1 c Buw1B u BuB. 

(For any element u and T in OW, uBT is defined as the set aBf where a and i' are 
elements of N projecting to u, T respectively. Obviously uBT is thus well defined. 
Similarly BuB is defined.) 

(iii; P> w1Bwj" 1 # B for all w1 in I. 
(iv) Any element p in 0 normalizes I: pl p- 1 = I. 
(v) pBp- 1 = B for all pin fi; Bp # B for any peO - {1}. 
(vi) G is generated by Band N. 

Wis called the Weyl group of(G, B, N); OW= N/H is called the generalized Weyl 
group of (G, B, N). 

Let now (G, B, N) be a generalized Tits system. Then, Tits [13] (cf. also Iwahori 
and Matsumoto [8, §2]~ one can prove the following main properties of the 
generalized Tits system (G, B, N). 

(a) G = U aenw BuB (disjoint union) 
(b) The normalizer N(B) of B in G is given by 

N(B) = U BpB = BOB = BO = OB. 
pell 

Furthermore, N(B)/B is isomorphic with 0. 
71 
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(c) For any subgroup Hof G containing B, there exist a unique subgroup 0 11 

of n and a unique subset J 8 of I such that H = B(011 W(J ,,))B; where W(J ,,) 
means the subgroup of W generated by J 8 . Moreover, J 11 is normalized by 
every element p in 0 8 : pJ 8 p- 1 = J 11 • The pair (08 , J 8 ) is called associated 
with the subgroup H. 

(d) Conversely, let (O', J) be a pair of a subgroup O' of n and a subset J of I 
such that J is normalized by every element of O'. (Such a pair will be called an 
admissible pair.) Then there exists a unique subgroup H such that G => H ::> B 
and that O' = 0 8 , J = J 8 . Thus the mapping H -+ (08 , J ,,) is a bijection from 
the set of all subgroups between G and B onto the set of all admissible pairs. 

(e) Let L be the normalizer in G of a subgroup H containing B. Let (011, J 8 ), 

(OL, J L) be the admissible pairs associated to H, L respectively. Then, 

(f) Let H; (i = 1, 2) be subgroups of G containing B and (O;. J;) (i = 1, 2) the 
admissible pairs associated to H to H 2 respectively. Then the following conditions 
(ocHy) are equivalent: 

(oc) H 1 and H 2 are conjugate in G, 
(/I) H 1 and H 2 are conjugate by an element in N(B), 
(y) p01p- 1 = n 2 and pJ1p- 1 = J 2 for some pin n. 

(g) G0 = BWB is a normal subgroup of G and (G0 , B, N0) is a Tits system with 
Was its Wey) group, where N0 = N n G0• Moreover G/G0 ~ n. 

(h) For any element g in G, the automorphism of G0 defined by x -+ gxg- 1 

preserves the Tits system (Go. B, N0 ) up to the conjugacy in G0, i.e., there exists 
an element g0 in G0 such that gBg- 1 = g0Bg0 1, gN ~- 1 = g0N 0g0 1• 

According to a remark of Tits, (g) and (h), provide the following alternative 
description of generalized Tits systems, which make them appear as sort of 
nonconnected analogues of the usual ones. 

To begin with, let us recall the notion of saturation for a Tits system. In general, 
a generalized Tits system (G,B, N) is called saturated if 

BnN = n nBn- 1• 

neN 

Note that any generalized Tits system (G, B, N) can be modified into a saturated 
one (G, B, N*) without changing the factor group N/B n N. In fact, N* is given 
as N* = N · H* where H* = nneNnBn- 1 . Conversely, starting from a saturated 
system (G, B, N*) one gets other systems by replacing N* by any subgroup N 
such that N · H* = N*. 

Suppose now that G0 is a normal subgroup of a group G and let (G0, B0 , N 0) 

be a saturated Tits system on G0 • We assume that, for any element g in G, the 
automorphism x-+ gxg- 1 of G0 preserves the Tits system (G0, B0 , N 0) up to 
the conjugacy in G0 (cf. (h) above). Then we get a saturated, generalized Tits 
system (G, B, N) on G, where N = rN0, r = NG(B) n NG(N0), B = B0 • (NG(X) 
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means the normalizer of X in G.) Furthermore, N /B 11 N is isomorphic to the 
semidirect product n · W, where W is the Weyl group of (G0 , B0 , N 0) and 
n = NG(B)/B. This procedure exhausts all saturated generalized Tits systems. 

2. Existence of a generalized Tits system on p-adic semisimple algebraic 
groups. (Supplements to Bruhat's talk.) Let k be a local field, i.e., a field with 
nontrivial, nonarchimedean, discrete valuation. We denote by 0 (resp. p, resp. n) 
the ring of integers (resp. the unique maximal ideal in .0, resp. a generator of 
the ideal p). We also denote by "the residue class field .O/p. 

Now let G be a connected, semisimple algebraic group of Chevalley type over 
the local field k. Let A be a maximal k-split torus of G and 4) the root system of 
(G, A). We denote by Pr (resp. by P) the Z-module generated by all roots (resp. 
by all weights). Note that Pr and Pare lattices of the vector space (4))11 spanned 
by 4) over R. We recall also that an element .It in (4))11 is in P if and only if 
2(.ll, a.)/(cx, a.) is in Z for all a. in 4), where ( , ) is a suitable inner product in (4))11 

(cf. Borel's talk p. 13). In particular, one has P ::::> Pr and Pf Pr is a finite abelian 
group. 

Now it is known that there is associated canonically a sublattice r such that 
P => r ::::>Pr and that A1:;;;;: Hom(r, k*) (cf. [3D. We denote by h (X) the element 
in A1: which corresponds to x in Hom(r, k*). Also for each root a., there is 
associated a rational homomorphism x,.: G,.-+ G defined over k, where G,. is 
the additive group of the universal domain. (Note that G is simply connected 
(resp. the adjoint group, i.e., centerless) if and only if the associated lattice r 
coincides with P (resp. with Pr).) 

Now let N be the normalizer of A in G. We shall now construct a generalized 
Tits system (G1;, B, N1c) on G1: by taking a certain subgroup B. Let (fit> be the 
Chevalley lattice in the Lie algebra @1: of G over k (cf. Bruhat's talk and also 
Cartier's talk). We denote by Gt> the stabilizer of the Chevalley lattice (fit> in G1:: 

Gt> = {g e G1:; Ad(g)Cf>t> = Cf>ti}· 

Then one can show (8) that Gt> is generated by the following elements in G1:: 

x,.(t) (t e .0; a. e 4)) and 

h(x) <x e Hom(r, .O*)), 

where .O* means the group of invertible elements in 0. Thus it is seen that the 
homomorphism </J of GJC defined by the reduction mod p maps Gt> onto the 
Chevalley group G" over " associated to the lattice r. Thus one gets a "good 
reduction" (cf. Bruhat's talk). 

Now let us fix a linear ordering in 4). Then this determines a Borel subgroup 
B" of G". Put 

B = </J- 1(B,J 

As in the case where G is simply connected, the subgroup B thus defined is unique 
up to the conjugacy by elements in G1c (see Bruhat's talk). Now one can show (8) 
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that our subgroup B is generated by the following elements in G": 

x.,(t) (tep,oce<I>+) 

X11(t) (t E 0, p E <I>_) 

h(x) <x e Hom(r, O*)). 

Note that one gets A 0 = N" n B, and A0 is generated by the elements h(x), 
x e Hom(r, 0*). 

Our main purpose here is the following: 

THEOREM. (G", B, N") is a generalized Tits system on G". 

For the proof of this theorem together with other properties of B, see [8]. 
Let us describe here the structure of the factor group N,JB n N" = N,JA0 . To 
begin with, we recall the notion of the affine Weyl group W(<I>) associated to the 
root system <I>. We denote by w.,,. (a; e <I>, v e Z) the reflection mapping of the 
Euclidean space (<l>)R with respect to the hyperplane {x e (<l>)R; (oc, x) = v}, i.e., 

w.,..(x) = x - (x, oc) · a;• + va;•, 

where a;* = 2oc/(oc, oc). We denote by W(<I>) the group generated by the reflections 
w., , (oc e <I>, v e Z), and call it the affine Weyl group associated to <I>. Note that 
th~ Weyl group W(<I>). is the subgroup of W(<I>) generated by the reflections 
w ... o (a; e <I>), and that W(<I>) is the semidirect product of W(<I>) and the normal 
subgroup D consisting of the translations of the following form: x --. x + d, 
where dis in the lattice r.l = {d E (<I>).; (d, "/) E z for all "/Er}. Thus W(<I>) = 
W(<I>) · D, D ~ r i ~ Hom(r, Z). 

Now one gets [8] N ,J A0 ~ n · W(<I>) (semidirect product) where n is a finite 
abelian group isomorphic with P/r. The set I of generating involutive elements 
of W(<I>) appearing in the structure of the generalized Tits system (G1;, B, N1:) is 
given as follows [8]: let <I> = <1>1 u · · · u <I>, be the decomposition of the root 
system <I> into irreducible components <l>i. Let 6i = {oc~>, · · ·, ocl'.1} be the set of 
all simple roots in <I>; (relative to the given ordering) and a:H1 the highest root in <1>1• 

Then I is given by 
I= {w .. y>,o (1 ~ i ~ r, 1 ~ j ~ n w.,i;i, 1 (1 ~ i ~ r)}. 

We refer to [8, §1] as for the more detailed description of the groups n · W(<I>), 
W(<I>). 

We note that the analogue of the above theorem is also true for a reductive 
algebraic group G defined over a local field k which has a k-split maximal torus. 

EXAMPLE. Let G = GLn. Then G" = GL(n, k) and G0 = GL(n, 0). With respect 
to the usual ordering of roots, we get 

- (0"'. . . p ) -(k"'. . . 0) 
B- , A"- . . . . . . 

0 ~· 0 ~ 
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Moreover we have N" =A"· Sn, where Sn is the subgroup of G,. consisting of all 
permutation matrices. (Hence Sn may be regarded as the symmetric group of 
degree n.) Put 

Then A"= A0 · D (direct product) with A0 = A1c n B, and one gets N,. = A0 (DSn) 
(semidirect product). Thus one gets [4] a generalized Tits system (G1c, B, N,.) 
with the following factor group: 

N,JBn N1r. ~ il· W, 
where n ~ N(B)/B ~ z and w is generated by involutive elements Wi. •• :' Wn 

in DSn given by 
0 0 1t 

W. -
-( Ii- i 01 01 0 ) 1 

(1 ;;;;; i;;;;; n - 1), · Wn= 0 0 

' 0 Jn-i-1 1 

0 0 

Note that N(B) = {w}B is a semidirect product where w is an element in DSn 
given by 

Furthermore we have wwiw- 1 = Wi+ 1 (1 ;;;;; i;;;;; n; wn+ 1 = w1). 

3. A characterization of the subgroup B (cf. §2) for locally compact ground 
fields. In this section we assume that k is a locally compact field with the (finite) 
residue class field " of characteristic p. 

Let G be a semisimple algebraic group defined over k. One sees then that for 
any open compact subgroup K of G", the normalizer N(K) of K in G,. is also 
open and compact. Using this fact, one can prove the following theorem: 

THEOREM (SYLOW). Let G be a semisimple algebraic group defined over k. Then 
G" has a maximal pro-p-subgroup S. Furthermore, any pro-p-subgroup of G11 is 
contained in a conjugate of S. 
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We recall the terminologies used above: pro-finite group means the projective 
limit of finite groups; pro-p-group means the projective limit of finite p-groups. 

Thus any two maximal pro-p-subgroup of G1c are conjugate. A maximal pro-p­
subgroup of G,. is called a Sylow subgroup of G,.. 

COROLLARY. Let B be the normalizer in G,. of a Sylow subgroup S of G1;. Then, 
distinct subgroups of G,. containing B are never mutually conjugate in G1c, and each 
of them equals its own normalizer in G1c. 

Now for simply connected, semisimple groups of Chevalley type, we have the 
following 

PROPOSITION (MATSUMOTO). Let G be a connected, simply connected, semisimple 
group of Chevalley type over k. Then our subgroup iJ of G1; introduced in §2 is 
the normalizer of a Sylow subgroup of G1c. 

This proposition gives in a certain sense a "p--analytic" characterization of 
our BN -pair structure in G1;. 

4. Applications. 
4.1. Maximal compact subgroups. Let G be a connected, semisimple algebraic 

group of Chevalley type over a local field k. Then, since we have a generalized 
Tits system (G1c, B, N1c) on G1c (cf. §2), we can determine the conjugacy classes of 
subgroups of Gk containing a conjugate of B. Thus, in particular, when k is 
locally compact, we can determine the conjugacy classes of maximal compact 
subgroups of G". As an example, we shall give a table of the number s of conjugacy 
classes of the maximal compact subgroups of G1c containing B, when G is the 
adjoint group of simple groups [8]. 

Type of G 

A, 
B1 and C, 
D, (l = 2m + 1) 
D1 (l = 2m) 
E6 
£7 
Ea 
F4 
Gi 

s 

the number of (positive) divisors of l + 1 
l + 1 
l 
l + 2 
5 
8 
9 
5 
3 

Also, if G is simply connected and simple, then s = I + 1, when I is the rank 
of G [8]. 

We note that these values of s are shown to be the number of conjugacy classes 
of maximal compact subgroups of Gk by Hijikata [51 when G is of classical type. 
Thus it is an interesting question to prove (or disprove) this fact in general. 
Or one may formulate in the following way: 
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CONJECTURE 1. Let G be a connected, semisimple algebraic group of Chevalley 
type over a locally compact field k. Then, every maximal compact subgroup K of 
G,. contains a conjugate of B (the subgroup introduced in §2). 

In other words, B has a fixed point on the homogeneous space G,J K. In this 
respect, the following conjecture concerning the structure of the homogeneous 
space G,JB seems to be interesting. 

Let Ge be a connected, simply connected, complex semisimple Lie group 
(which is an algebraic linear group as is well known). Let k be the formal power 
series field C((t)) of one variable over C and .0 be the ring of integral power 
series ink: 

Then p = t · 0. Thus we can consider our subgroup B (in §2) in G1c. One has 
G,, = U0 n; BuB. Hence G1c/B is a disjoint union of the sets BuB/B. Now -it is 
easy to show that BuB/B has the structure of a complex affine cell of dimension 
A(u~ where A.(u) is the word-length of u relative to the generators given in §2 of 
the affine Weyl group ~(cf. [SD. The subset G0 /B of G,JB is easily identified 
with the generalized flag manifold Ge/Be. where Be is a Borel subgroup of Ge, 
because Ge c G1c and Gen B =Be. Under this setting, let us state the following 

CoNJECTURE 2. There exists a structure of a topological space of G,J B with the 
following properties: 

(i) G,JB is an infinite dimensional CW-complex. 
(ii) G,,/B = U0 .w (BuB/B) is a cellular decomposition of GJB. Each cell BuB/B 

is homeomorphic to R2A<0 >. 
(iii) The Poincare series P(GJB, t) of GJB is equal to the product of the Poincare 

polynomial P(Ge/Be, t) of Ge/Be with Poincare series P(n(.Gc), t) of the loop space 
on Ge. Note that these Poincare series are given by Bott as follows, using the 
exponents ml>· · · , m1 of Ge: 

I 

P(Ge/Be. t) = n (1 + t 2 + t 4 + ... + t 2m 1) = L t2A<a>, 
i=l aeW 

I 

P(n(.Gc), t) = n (1 - imr 1• 

i=l 

Or, more strongly, 
(iii)' GJB is homeomorphic to the product space Ge/Be x n(.Gc). (Or G._/B 

has the same homotopy type as the above product space.) 
(iv) (Tits) GJB is the inductive limit of projective varieties of finite dimension. 

(A more precise statement of this conjecture has been given by Tits in his talk.) 

4.2. Elementary divisor theorem. Let .0 be a Dedekind domain with the 
quotient field k. Then each prime ideal p of .0 defines a nontrivial, discrete, 
nonarchimedian valuation x-+ lxlP of the quotient field k of .0. The localization 
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of .0 relative to p is denoted by .OP, i.e., .OP is the ring of integers of k relative to 
the valuation x-+ lxlp· Then .0 is the intersection of all localizations .OP of .0. 

Now let G be a connected, semisimple algebraic group of Chevalley type 
over k. Then, fixing a Chevalley lattice in the Lie algebra <Dk, one has the sub­
groups G0 , G0 of Gk. Let A be the associated maximal k-split torus. Then by the 
structure of ge~eralized Tits system on Gk with respect to the valuation x -+ lxlP' 
one sees that [8] Gk = G0 AkGo for all prime ideal p in .0. Thus a natural 
question arises: can one replace Go. by Go= npGo,. i.e., does one get 

Gt= GoAtGo? 

Now, this is not true in general. A counter example is obtained by Y. Ibara 
for the case G = SL2, k = Q(.j(- 5)), .0 = "the principal order in k." On the 
other hand, this fact is known to be valid together with some uniqueness property 
when .0 is a principal ideal domain and G is of classical type. (It is called the 
elementary divisor theorem.) In this respect, it is seen that a similar theorem is 
true for any semisimple groups of Chevalley type. 

Thus, let k be the quotient field of a principal ideal domain .0. Let G be a 
connected, semisimple algebraic group of Chevalley type over k. Let r be the 
lattice between the weight-lattice P and the root lattice P, associated to G (cf. §2). 
We denote x-+ h(x) the isomorphism from Hom(r, k*) onto Ak, where A is a 
k-split maximal torus of A. Fixing a Chevalley lattice associated to A, the sub­
group G0 is defined. Now, fixing an ordering in the root system <I> of (G, A), one 
gets the notion of a dominant element in Ak; i.e., an element h(x) e Ak with 
x e Hom(r, k*) is called dominant if x(<I>+) c .0. We denote by A; the set of all 
dominant elements in Ak. Then, A; is a semigroup in Ak. A; contains a sub­
group A0 = {h(x); x(r) c .0*}. Under these settings, we get the following elemen­
tary divisor theorem. 

THEOREM (MATSUMOTO). Gk = G0 A; G0 . Moreover, the space G0\G,JG0 of 
double cosets of Gk mod G0 is bijective with A; /A0 by the natural mapping 
a· A0 -+ G0 · a· G0 . 

5. Hecke rings auoclated to a generalized Tits system. (Cf. Shimura's talk.) 
Let us recall the notion of the Hecke ring Jf'(G, B) associated to a pair of a 
group G and a subgroup B of G such that B is commensurable with any of its 
conjugates, i.e., [B: B n o-Bu- 1 ] < oo for all u in G. Let Jf' = Jf'(G, B) be the 
free Z-module spanned by the double cosets S0 = BuB (u e G). Then a mul~i­
plication is defined in Jf' as follows: 

sos. = L m~ . .sp. 
p 

where m~ .• is the number of cosets of the form Bx contained in (Bu- 1 Bp) n (B-rB). 
It is seen that m~ .• is independent of the choice of the representatives u, -r, p in 
the double coset; moreover, given u, -r, the number of the double cosets BpB 
satisfying m~ .• =I- 0 is finite. Furthermore, it is shown that Jf'(G, B) becomes an 
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associative algebra with the unit element over Z (see e.g. [7]). K being any field 
(or commutative ring), Jlt'(G, B) ®z K is denoted by Jlt' K.(G, B) and is called the 
Hecke algebra of the pair (G, B) over K. 

Now let us assume that (G, B, N) be a generalized Tits system on G with the 
factor group OW= N/B f"I N and standard involutive generators I= {wJ of W. 
For any <1 e W, we denote by A.(<1) the length of a reduced expression of <1 in terms 
of I. Consider the normal subgroup G0 = BWB of G and the induced Tits system 
(G0, B0 , N 0) on G0 where B0 = B, N 0 = N f"I G0• Then, as is seen easily, B is 
commensurable with any conjugate in G if and only if B0 is commensurable with 
any conjugate in G0 • Moreover, when this is the case, Jlt'(G, B) is obtained from 
Jlt'(G0 , B0) as follows: we note that n acts on the ring Jt'(G0 , B0 ) as a group of 
automorphisms as follows: for pen and for <1 e W, B0 <1B0 -+ B0 (p<1p- 1 )B0 , 

or putting Sa= B0 aB0 , we express this automorphism by Sa-+ p(Sa) = Spap-'· 
Now introduce a new multiplication in the tensor product Z[O) ®z Jlt'(G0 , B0 ) 

as follows (Z[n] means the group ring of n over Z): 

(p ® S.,) (p' ® S.,.) = pp' ® (PT 1(S.,)S.,. 

for any p, p' en and <1, <1' e W. Then one obtains a new ring structure on 

Z[O) ®z Jt'(Go, Bo). 

The ring thus obtained is denoted by Z[O] ®zJt'(G0 , B0 ), and is called the twisted 
tensor product of Z[O), Jt'(G0 , B0 ). Now we get 

PROPOSITION. Jt'(G, B) :;;;; Z(O) @z Jt'(G0 , B0 ). 

Thus the question about the structure of the Hecke ring Jlt'(G, B) for a genera­
lized Tits system (G, B, N) is reduced to the case where (G, B, N) is a usual Tits 
system; and in this case, the question was settled by [10) as follows. 

Let (G, B, N) be a Tits system with the Weyl group W, and let I= {w;} the 
standard involutive generators of W. Suppose that B is commensurable with 
w;Bw;- 1 for any w; e J. Then B is commensurable with any of its conjugates in G. 
Furthermore, for a reduced expression <1 = w;, · · . w;, (r = A.(<1)) of <1 e W, one has 

Thus the first half of the following theorem is obtained. 

THEOREM [10). The set {S;; i e J} generates the ring Jlt'(G, B). A system of 
defining relations for this generator { S;} is given as follows: 

s~ = q,. 1 + (q, - 1). S; (for all i E /), 

(S;Sl"'' = (Sis;r'', if the order of w;wi is 2m;i < oo, 

(S;Sir''S; = (Sisir;si, if the order ofw;wi is 2mii + 1 < oo. 

where q; is the number of cosets of the form Bx contained in Bw;B. 
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EXAMPLE 1. Let k be a local field such that JC = 0/p is finite. Let G be a simply 
connected, semisimple algebraic group of Chevalley type over k. Then the Tits 
system (G,., B, N,.) in §2 satisfies the assumption made above relative to the 
commensurability of B with its conjugates. More precisely, for u e W, BuB 
contains qA!O'J cosets of the form Bx, where q is the cardinality of the residue 
class field "· In particular, all q/s in the above theorem are equal to q in this 
case. Furthermore, the order of any w1w1 is always finite. [Especially, if G is SL2, 

then it is seen (this is due to Oscar Goldman) that .1f' 0 (G,., B) a:: Q(W1 where W 
is the affine Weyl group of SL2• (Note that Wis isomorphic with the free product 
of two copies of Z 2 ( = cyclic group of order 2).) 

In this case, Gri is also commensurable with any of its conjugate in G11 • More­
over, one can show that the Hecke ring .1t"(G11 , Gri) is commutative and is iso­
morphic with the polynomial ring in I variables over Z (I being the rank of G) 
(see [1], [11], (12)). We note the following formula for the number of cosets of 
the form Gri · x in Gri · h(:x.) · Gri (with h(:x.) e At). We may assume that :x.(A.) = n<"·"> 
for some deD = pJ.. = {xe('1>)8 ;(x,P) c: Z}. Then the number# desired is 
given by 

# = ql(lf) L qA<O'>, . 
O"eW~ 

where (regarding D c: W as in §2~ 

e(d) = Min A.(dw) 
weW 

L l<d, ex) - 11 + L l(d, ex)I. 
11e•+;(11,lf)>O 11~+;(11,lf);!!O 

and WJ is the following subset of W. Let W., be the subgroup of W defined by 
W., = { u e W; u(d) = d}. Then W., is generated by the w11;,o with (ex1, d) = 0 
(al>···, ex1 being the simple roots). Now WJ is defined by 

WJ = {ueW;A.(wu)~A.(u)foranyweW,.}. 

(See Kostant [9].) 
We note also that, if k is the quotient field of a principal ideal domain 0, the 

Hecke ring J't'(G,., Gri) of a simply connected, semisimple algebraic group G of 
Chevalley type over k is isomorphic with the tensor product of the Hecke rings 
J't'(G11 , Gri,.>: 

EXAMPLE 2. Let G be a finite group and (G, B, N) be a Tits system on G with 
the Weyl group W. Then one has 

THEOREM (TITS). Let k be an algebraically closed.field whose characteristic does 
not divide the orders of G, W. Then .1f' 11(G, B) a:: k[W]. 

See the appendix for the proof. 
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1. Rings obtained by a specialization. Let A be an associative algebra over a 
commutative ring .0. Let</> be a homomorphism of .0 into a commutative ring 
.O'. Then one has an 0-module structure on O' by IX· p = </>(1X)P (IX e 0, p e O'). 
Thus one may consider the tensor product 

A.,,= A ®0 0', 

which has an obvious algebra-structure over .O'. Note that if </> is surjective, then 
the homomorphism </>* : A --+ A.,, defined by </>*(a) = a ® 1 is also surjective and 
Ker(</>*) = Ker(</>). Thus 

A.,,~ A/A· Ker(</>). 

In particular, if A is a free .0-module of finite rank with a basis {uA}, then A.,, 
is also a free O'-module with a basis {</>*(uA)}. The structure constants {CA,.} 
of A relative to { uA} are mapped by </> into the structure constants { </>( q,.)} of 
A., relative to {</>*(uJ}. Hence, /l., /l.' being the discriminants of A, A.,, respectively, 
one has </>(!l.) = /l.'. 

For the special case where 0 is a polynomial ring k[ti. t2, • • • t,] over a field 
k and </> is the specialization 0 --+ k over k defined by </>(t;) = IX;, we denote A.,, 
also by A(IX;) for brevity. 

PROPOSITION 1. Let 0 = k[t 1, • • ·, t,] be the polynomial ring over an algebraically 
closed field k. Suppose that A is an associative algebra over 0 such that 

(i) A is a free 0-module of finite rank, and 
(ii) the discriminant !l.(t b • • ·, t,) of A (relative to a basis of A) is not zero. Then 

for any (1X1) e k', (P;) e k' such that /l.(IX;) #: 0, !l.(ft;) #: 0, one has A(1X1) ~ A(P;) as 
k-algebra. 

For the proof, we note that A(1X1) is separable, semisimple and refer to Ger­
stenhaber (14]. Also we note that an elementary proof is possible for this 
particular case. In fact, n being the algebraic closure of the quotient field of 0, 
one gets the following isomorphism as n-algebra 

A ®en~ A(1X1) ® 11 0. 

2. An algebra associated with a Coxeter group. By Proposition 1 above, in 
order to prove :Yt'11(G, B) ~ k[Wl it is enough to show the existence of an algebra 
A over some polynomial ring 0 = k[t i. · · ·, t,] with above conditions and the 
existence of two points (1X1) e k', (P;) e k' such that 

/l.(cx1) #: 0, /l.(ft1) #: 0, A(1X1) ~ :Yt',.(G, B), A(ft1) ~ k[W]. 

Now such an algebra was constructed by Tits as follows. 
Let W be an Coxeter group with a fundamental generating involution R = {r}, 
i.e., the defining relations for R are obtained by (rsr" = 1 (n,. being the order of 
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rs for all r and s in R; n" = 1). Denote by l(w) the length of we W relative to 
R. Then 

LEMMA l. If r, s e Rand we W satisfy l(rws) = l(w), l(rw) = l(ws), thens = w- 1rw. 

Now let k be any commutative ring. Let C be the set of conjugacy classes 
represented by elements in R, and let { u., v.; c e C} be indeterminates over k. 
We write also u,, v. for u., v. for r inc. Denote by 0 the polynomial ring 

k[u., v.; c e C]. 

PROPOSITION l. Let V be the free 0-module spanned by W. Then there exists a 
K-bilinear, associative multiplication • in V such that 

if l(rw) > l(w), 

= u.rw + v.w, if l(rw) < l(w). 

Moreover, such a multiplication is unique. 

PROOF. Uniqueness is obvious. Let us prove the existence. Define 

P., A..e End0 (V) (reR) 

as follows: 
P.(w) = rw if l(rw) > l(w), 

= u.rw + v.w, if l(rw) < l(w), 

A..(w) = wr if l(rw) > l(w), 

= u.wr + v,w, if l(rw) < l(w). 

Then, using Lemma 1, one can check P,A.. = A..P. for any r, s e R. Let 9l (resp. 2) 
be the 0-subalgebras of End0 (V) generated by {P,; re R} (resp. by {A.,; re R}). 
It is seen that the mappings p•: 9l -+ V, A.•: 2 -+ V defined by p*(t/J) = t/J(l)· 

(t/J e 9l), A.*(1/1) = l/J(l) (I/I e 2) are both bijective. 
In fact, for any reduced expression w = r 1 · • • rn, one has 

p*(p., ... p,J = w. 

Thul? p* is surjective. Same is true for A.•. lnjectivity of p* is seen as follows from 
the commutativity of P., A., above: let p*(t/J) = 0. Then t/J(l) = 0. Hence 

0 = l/l(t/J(l)) = t/J(l/J(l)) 
for all I/I e 2. Hence t/J = 0 by the surjectivity of A.•. 

Now define the product v•v'(v, v' e V) by 

v•v' = p*{p*- 1(v) · p* - 1(v')} 

= {p•- 1(v)}(v'). 



GENERALIZED TITS SYSTEM 83 

Then one sees that * defines an algebra structure on V such that r•w = P ,(w1 
which completes the proof. 

Now let us return to the given Tits structure (G, B, W). We assume that k is 
an algebraically closed field whose characteristic does not divide the orders of 
G, W. Using above notations, one sees that the .0-algebra A = (V, *) associated 
to the Coxeter group W (cf. [lOD has the following properties: 

(1) The discriminant A(u., v.; c e C) of A (note that this is a polynomial in the 
u., v.) is not zero. 

(2) By the specialization u. --. tx., v. --. P. (c e C; tx., P. e k1 A gives rise to an 
algebra A(tx., {J.) over k. In particular, by the theorem above one obtains 

A(q., q.- 1) ~ Jft' ,.(G, B) where q. is the number of B-cosets in BrB, where rec, 

A(l, 0) ~ k[W]. 

Note that Jft',.(G,B) and k[W] are both semisimple algebras over k (cf. [7D. 
Thus, by our assumption on the characteristic of k, we get A(txi) #: 0, A({Ji) #- 0 for 
(txi) = (q., q •. ,), ({Ji) = (1, 0). This completes the proof. 
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On Rational Points on Projective Varieties Defined 

Over a Complete Valuation Field 1 

BY 

TSUNEO TAMAGAWA 

l. Let k be a field with a nonarchimedian valuation I j, kn+ 1 denote the vector 
space over k of all (n + 1)-tuples of elements of k and 11% denote the projective 
space of all one-dimensional subspaces of kn+ 1. The one-dimensional subspace 
spanned by x e kn+ 1 will be denoted by (x). The norm of x = (x0 , • • ·, xn) is 
defined by llxll = Max(jx0 !, · · ·, lxnj). Let/(X0, • • ·, Xn) be a homogeneous poly­
nomial of degreed ink. Then the value llxll-"lf(x)j is uniquely determined by the 
point P = (x) e Pt, so we denote it by j/(P)I. If /(x) = 0, we simply write 
/(P) = 0. The norm 11/11 of a polynomial/(X0 , · · ·, X.) = L ciO · · · inX~ · · · X~" is 
defined by II f JI = Max(lciO · · · inl). Obviously we have l/(P)I ~ II f II for all Pe P;. 
A set of homogeneous polynomials / 1, · · · ,fN in k will be called a zero set if we 
have 

M(/1. · · · ,,h) = InfPePaMax(l/1(P)I. · · ·• l/~P)I) = 0. 
le 

Let n be a universal domain containing k. Namely n is an algebraically closed 
field containing k such that there exist infinitely many elements inn which are 
algebraically independent over k. We denote the projective space ro by P". 

We will prove the following theorems: 

THEOREM 1. Assume that k is complete and perfect. If a set {/1, · · • , fN} of 
homogeneous polynomials / 1, • • ·, fN in k is a zero set, then there exists a point 
P0 e P'k such that / 1(P0 ) = 0, · · · ,f~P0) = 0. 

THEOREM 2. Assume that k is complete and perfect. Let V c pn be a variety 
defined over k, and V.. denote the set of all k-rational points on V. Let </J be a rational 
funcfion on V defined over k. If </J is defined at all points of V.,, then l</J(P)j is bounded 
on V.,. 

An immediate consequence of Theorem 2 is the following: 

THEOREM 3. Assume that k is complete and perfect. Let G be a reductive algebraic 
group defined over k such that there is no subtorus of G which splits over k. Then 
the group G,. of all k-rational elements of G is bounded. 

1 This work is partly supported by NSF Contract No. 4428. 
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