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Abstract. In this article, we study the impact of a change in the type of boundary conditions of an elliptic
boundary value problem. In the context of the conductivity equation we consider a reference problem

with mixed homogeneous Dirichlet and Neumann boundary conditions. Two different perturbed versions of

this “background” situation are investigated, when (i) The homogeneous Neumann boundary condition is
replaced by a homogeneous Dirichlet boundary condition on a “small” subset ωε of the Neumann boundary;

and when (ii) The homogeneous Dirichlet boundary condition is replaced by a homogeneous Neumann

boundary condition on a “small” subset ωε of the Dirichlet boundary. The relevant quantity that measures
the “smallness” of the subset ωε differs in the two cases: while it is the harmonic capacity of ωε in the

former case, we introduce a notion of “Neumann capacity” to handle the latter. In the first part of this work

we derive representation formulas that catch the structure of the first non trivial term in the asymptotic
expansion of the voltage potential, for a general ωε, under the sole assumption that it is “small” in the

appropriate sense. In the second part, we explicitly calculate the first non trivial term in the asymptotic
expansion of the voltage potential, in the particular geometric situation where the subset ωε is a vanishing

surfacic ball.
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1. General setting of the problem

Understanding the perturbations in physical fields caused by the presence of small inhomogeneities in a
known ambient medium is crucial for a variety of purposes. For instance, it allows one to appraise the
robustness of the behavior of a body with respect to alterations of its constituent material, or to reconstruct
“small” inclusions with unknown locations, shapes and properties inside this body; see [6] for an overview of
such applications. From the mathematical point of view, this task translates into the asymptotic analysis of
the solution uε to a “physical” partial differential equation, whose defining domain or material coefficients
are perturbed at a small scale, parametrized by the vanishing parameter ε. Many instances of this general
question have been investigated: beyond the model setting of the conductivity equation, addressed for
instance in [15, 10, 16], let us mention the studies [9, 13] in the context of the linearized elasticity system,
or the works [11, 35] devoted to the Maxwell equations.

Here we investigate, in the physical context of the conductivity equation, an interesting variant of the
aforementioned problems, namely the variant when the type of the boundary condition is changed on small
sets.

Throughout this article, Ω ⊂ Rd is a smooth, bounded domain (d = 2 or 3), whose boundary is decomposed
as follows

(1.1) ∂Ω = ΓD ∪ ΓN , where ΓD, ΓN are disjoint, non empty, open Lipschitz subsets of ∂Ω ,

where we refer to Definition 2.1 below for the definition of an open Lipschitz subset of ∂Ω. The regions
ΓD and ΓN correspond to homogeneous Dirichlet, and homogeneous Neumann conditions for the voltage
potential, respectively; see Fig. 1 for an illustration of this setting (in the case d = 3). The domain Ω is
occupied by a medium with smooth isotropic conductivity γ ∈ C∞(Ω), satisfying the bounds

(1.2) ∀x ∈ Ω, α ≤ γ(x) ≤ β,
for some fixed constants 0 < α ≤ β. The “background” voltage potential u0, in response to a smooth
external source f ∈ C∞(Ω), is the unique H1(Ω) solution to the mixed boundary value problem

(1.3)


−div(γ∇u0) = f in Ω,

u0 = 0 on ΓD,

γ ∂u0

∂n = 0 on ΓN .

We notice that, as a consequence of the classical regularity theory for elliptic partial differential equations,
u0 is smooth except at the interface, Σ, between ΓD and ΓN , where the boundary condition changes type;
see e.g. [14, 34].

In this paper we analyze perturbed versions of (1.3), where the boundary conditions are modified on a
“small”, open Lipschitz subset ωε of the boundary ∂Ω. More precisely, we are interested in two different
situations:

• The case where the homogeneous Neumann boundary condition is replaced by a homogeneous Dirich-
let boundary condition on a “small” open Lipschitz subset ωε, lying strictly inside the region ΓN . In
this situation, the voltage potential uε is the unique H1(Ω) solution to the boundary value problem

(1.4)


−div(γ∇uε) = f in Ω,

uε = 0 on ΓD ∪ ωε,
γ ∂uε∂n = 0 on ΓN \ ωε.

• The case where the homogeneous Dirichlet boundary condition on ΓD is replaced by a homogeneous
Neumann boundary condition on a “small” open Lipschitz subset ωε, located strictly inside ΓD. The
voltage potential uε is then the unique H1(Ω) solution to the boundary value problem

(1.5)


−div(γ∇uε) = f in Ω,

uε = 0 on ΓD \ ωε,
γ ∂uε∂n = 0 on ΓN ∪ ωε.
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In either case, we assume that ωε lies “far” from the transition region Σ, in the sense that

(1.6) There exists a constant dmin > 0 such that, for all ε > 0, dist(ωε,Σ) ≥ dmin.
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Figure 1. The considered setting when the Neumann region ΓN is perturbed by a “small”
subset ωε bearing homogeneous Dirichlet boundary conditions.

Such problems show up in multiple physical applications. The former situation, where homogeneous
Neumann boundary conditions are replaced by Dirichlet boundary conditions, is sometimes referred to as
the “narrow escape problem” in the literature. Originating from acoustics, it has recently attracted much
attention due to its significance in the field of biology. In this setting indeed, Ω represents a cavity whose
boundary is reflecting except on the small absorbing window ωε ⊂ ∂Ω. The particles inside Ω are guided by
a Brownian motion; they may only leave through the region ωε and the solution uε to (1.4) then represents
their mean exit time. We refer to [38] and the references therein for an overview of the physical relevance of
this problem and for an account of recent developments. In this context, the asymptotic behavior of uε in
the limit where ε vanishes has been analyzed in [20, 57] by means of formal matched asymptotic expansions;
the rigorous proofs of these results were later provided in [19, 5] for “simple” sets ωε. Let us also mention the
interesting variant of this “narrow escape problem”, tackled in [45, 46], where the vanishing exit region ωε is
connected to a thin, elongated channel, whose presence is modeled through the replacement of homogeneous
Neumann conditions by Robin (and not Dirichlet) boundary conditions on ωε.

The case (1.5) where homogeneous Dirichlet boundary conditions are replaced by homogeneous Neumann
boundary conditions on the vanishing region ωε ⊂ ∂Ω seems to have been more rarely considered. Let us
however mention the early investigations conducted in [33, 32], where the asymptotics of the eigen elements
of the Laplace operator are examined as the boundary condition passes from Dirichlet to Neumann type on
a small surfacic ball ωε ⊂ ∂Ω. An analogous study is found in [58], where, in three space dimensions, the
small subset ωε is shaped as a thin neighborhood of a curve on ∂Ω. An interesting physical motivation for
this problem was recently provided in the work [41], devoted to the construction of metasurfaces capable
of affecting such changes in boundary conditions. This mechanism was analyzed from the mathematical
point of view, and the corresponding asymptotic behavior of uε was derived in 2d in [4], under the technical
assumption that the boundary of Ω is completely flat in a neighborhood of the ωε; these results were then
used in [3] so as to determine the optimal placement of such metasurfaces.

The present paper addresses both situations (1.4) and (1.5): our goal is to understand the asymptotic
behavior of uε as ε→ 0, a limiting regime in which the small inclusions ωε, where boundary conditions are
changed, “vanish” in an appropriate sense. As we shall see, the relevant measure of “smallness” for the set
ωε depends on which one of the above situations we are in. Our investigations go in two complementary
directions. In the first part of this paper, we work from a quite abstract point of view, making minimal
assumptions about the inclusion set ωε, apart from “smallness”. We derive the general structure of the
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lowest order terms in the asymptotic expansion of the perturbation uε−u0. In the second part of this paper,
we consider a more specific situation as far as the geometry of the inclusion set ωε is concerned: we assume
that ωε is a surfacic ball of radius ε on ∂Ω. In the two- and three-dimensional instances of (1.4) and (1.5),
we precisely calculate the lowest order terms in the asymptotic expansion of the perturbation uε − u0, thus
offering four non trivial examples of our more abstract formulas. As we shall see, our mathematical treatment
of these four cases, based on an integral equation method, displays some similarities but also important
differences. To emphasize both aspects, we shall use the same notation for corresponding quantities, as far
as possible.

This paper is organized as follows. In Section 2, we recall some background material from functional
analysis and potential theory, which is essential for the rest of our investigation. In Section 3 we analyze,
from an abstract point of view, the general structure of the (lowest order terms of the) perturbation uε−u0,
when the homogeneous Neumann boundary condition is replaced with a homogeneous Dirichlet boundary
condition on a small subset ωε b ΓN . In Section 4 we investigate the case when the homogeneous Dirichlet
boundary condition is replaced with a homogeneous Neumann boundary condition on a small subset ωε b ΓD.
Sections 5 and 6 are then devoted to the explicit asymptotic expansion of uε − u0 for both scenarios in the
particular case where ωε is a small surfacic ball, lying in ΓN or ΓD, respectively. In Section 7 we outline a
few natural ideas for future work, suggested by the present study. At the end this article are four appendices,
collecting several useful results from the litterature, as well as some technical calculations in close connection
with the topics discussed in the main parts of the text.

2. Preliminary material

We initiate our study by collecting some essential background material. In Section 2.1, we outline classical
results about fractional Sobolev spaces defined on the boundary of a smooth domain Ω, or on a relatively
open Lipschitz subset Γ ⊂ ∂Ω; in the latter case we emphasize the difference between the spaces Hs(Γ) and

H̃s(Γ). In Section 2.2 we summarize the main properties of layer potential operators, and in Section 2.3
we make a few remarks about the construction of fundamental solutions to boundary value problems with
variable coefficients. Finally, in Section 2.4 we introduce and discuss the notion of H1 capacity, which turns
out to be the relevant measure of smallness for sets supporting Dirichlet boundary conditions.

2.1. The Sobolev spaces Hs(∂Ω), Hs(Γ) and H̃s(Γ)

As is customary in the literature, for an arbitrary integer n ≥ 0, Hn(∂Ω) stands for the Sobolev space of
functions u ∈ L2(∂Ω) defined on the boundary of Ω, whose tangential derivatives up to order n also belong
to L2(∂Ω), and the space H−n(∂Ω) is the topological dual of Hn(∂Ω).

The definition of Sobolev spaces with fractional exponents on the closed hypersurface ∂Ω, or on an open
Lipschitz subset Γ ⊂ ∂Ω gives rise to some subtleties, which we briefly describe in this section, referring to
[49] and [36, 47] for more details.

Let us first consider Sobolev spaces of functions attached to the whole boundary ∂Ω. Given a real number
0 < s < 1, there are several equivalent ways of defining a norm on the fractional Sobolev Space Hs(∂Ω); we
use the following definition

‖v‖2Hs(∂Ω) = ‖v‖2L2(∂Ω) +

∫
∂Ω

∫
∂Ω

|v(x)− v(y)|2
|x− y|d−1+2s

ds(x) ds(y) .

Note that, in the literature the geodesic distance d∂Ω(x, y) between two points x, y ∈ ∂Ω is often used in
place of the Euclidean one |x − y| in the above formula. However, since Ω is smooth and compact, the
resulting norms are equivalent (with a constant depending on Ω); see Lemma A.1.

When −1 < s ≤ 0, Hs(∂Ω) is the topological dual of H−s(∂Ω).

We next turn to Sobolev spaces Hs(Γ), defined on a proper region Γ ⊂ ∂Ω, and to this end, we introduce
a definition.

Definition 2.1. An open, connected subset Γ ⊂ ∂Ω is called a Lipschitz subdomain if locally at its boundary,
Γ consists of all points located on one side of the graph of a Lipschitz function. A Lipschitz subset Γ ⊂ ∂Ω
is then defined to be the reunion of a finite number of Lipschitz subdomains, the closures of which do not
intersect.
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Let then Γ ⊂ ∂Ω be a Lipschitz subset of ∂Ω. For any real number 0 < s < 1 we introduce the following
two classes of Sobolev spaces on Γ:

• H̃s(Γ) denotes the space of (restrictions to Γ of) functions in Hs(∂Ω) with compact support inside
Γ. This space is equipped with the norm || · ||Hs(∂Ω); it is the closure in Hs(∂Ω) of the set of C∞
functions on ∂Ω with compact support inside Γ. Equivalently, u belongs to H̃s(Γ) if and only if its
extension by 0 to all of ∂Ω, which we throughout the following still denote by u, belongs to Hs(∂Ω).

• Hs(Γ) is the space of the restrictions to Γ of functions in Hs(∂Ω). This space is equipped with the
norm:

(2.1) ‖v‖2Hs(Γ) = ‖v‖2L2(Γ) + |v|2Hs(Γ), where |v|2Hs(Γ) :=

∫
Γ

∫
Γ

|v(x)− v(y)|2
|x− y|d−1+2s

ds(x) ds(y) ,

which is equivalent to the quotient norm induced by that of Hs(∂Ω), up to constants that may
depend on Γ.

Let us point out a few facts about the relation between both types of spaces:

• When 0 < s < 1/2, the spaces H̃s(Γ) and Hs(Γ) are identical, with equivalent norms. On the other

hand, when 1
2 ≤ s < 1, H̃s(Γ) is a proper subspace of Hs(Γ).

• When 1
2 < s < 1, the space H̃s(Γ) coincides with Hs

0(Γ), the closure in Hs(Γ) (for the natural norm
(2.1)) of the set of C∞ functions with compact support K b Γ.

For any real number −1 < s < 0, Hs(Γ) is still defined as the space of restrictions to Γ of distributions
in Hs(∂Ω) (equipped with the quotient norm). This space can be identified with the topological dual of

H̃−s(Γ), using as a pairing the natural extension of the L2(Γ) inner product, that we denote by:

〈u, v〉, u ∈ Hs(Γ), v ∈ H̃−s(Γ).

Similarly, H̃s(Γ) is the space of distributions in Hs(∂Ω) with compact support inside Γ. It is identified with
the dual space of H−s(Γ), using the same pairing (with the same notation).

The case when s = 1/2 is particular: H̃1/2(Γ) is a proper subspace of H1/2(Γ), with a strictly stronger

norm, while the latter space, incidentally, coincides with H
1/2
0 (Γ). To better appraise this distinction between

H̃1/2(Γ) and H1/2(Γ), we calculate the norm ‖u‖H̃1/2(Γ) = ‖u‖H1/2(∂Ω) of an arbitrary function u ∈ H̃1/2(Γ):

‖u‖2
H̃1/2(Γ)

= ||u||2L2(Γ) +

∫
Γ

∫
Γ

|u(x)− u(y)|2
|x− y|d ds(x) ds(y) + 2

∫
Γ

ρΓ(x)|u(x)|2 ds(x)

= ‖u‖2H1/2(Γ) + 2

∫
Γ

ρΓ(x)|u(x)|2 ds(x) .

The weight ρΓ is here defined by

∀x ∈ Γ, ρΓ(x) =

∫
∂Ω\Γ

1

|x− y|d ds(y) .

The above norm on the space H̃1/2(Γ) is stronger than that on H1/2(Γ), and in particular

(2.2)

(∫
Γ

ρΓ(x)|u(x)|2 ds(x)

) 1
2

≤ 1√
2
‖u‖H̃1/2(Γ) .

The spaces with exponents ± 1
2 are particularly relevant in the context of variational solutions to boundary

value problems like (1.3). By a variational solution to (1.3) we understand a function u0 in the functional
space

H1
ΓD (Ω) :=

{
u ∈ H1(Ω), u = 0 on ΓD

}
of H1(Ω) functions with vanishing trace on ΓD (in other words u0|ΓN ∈ H̃1/2(ΓN )), and for which∫

Ω

γ∇u0 · ∇v dx =

∫
Ω

fv dx ,
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for all v ∈ H1
ΓD

(Ω) (i.e., v|ΓN ∈ H̃1/2(ΓN )). Using integration by parts, this identity asserts that:

γ
∂u0

∂n
= 0 as an element in H−1/2(ΓN ), and so γ

∂u0

∂n
∈ H̃−1/2(ΓD) .

2.2. A short review of layer potentials

In the present section, we denote by D ⊂ Rd a smooth bounded domain, and we briefly recall some back-
ground material about layer potential operators associated with ∂D; we refer to [7, 30, 49, 61] for more
details about such operators.

Let G(x, y) be the fundamental solution of the operator −∆ in the free space Rd

(2.3) G(x, y) =

{ − 1
2π log |x− y| if d = 2 ,

1
4π|x−y| if d = 3 .

For x ∈ Rd, the function y 7→ G(x, y) satisfies

−∆yG(x, y) = δy=x ,

in the sense of distributions in Rd, where δy=x is the Dirac distribution at x.
For a smooth density function φ ∈ C∞(∂D), the single layer potential associated with φ is defined by

(2.4) SDφ(x) =

∫
∂D

G(x, y)φ(y) ds(y), x ∈ Rd \ ∂D,

and the corresponding double layer potential is defined by

DDφ(x) =

∫
∂D

∂G

∂ny
(x, y)φ(y) ds(y), x ∈ Rd \ ∂D.

The operators SD and DD extend to bounded operators from H−1/2(∂D) into H1
loc(Rd), and from H1/2(∂D)

into H1(D) ∪H1
loc(Rd \D), respectively. In addition, the functions SDφ and DDφ are both harmonic on D

and Rd \D. Of particular interest are their behavior at the interface ∂D. Let us denote by

(2.5) g±(x) := lim
t↓0

g(x± tn(x)), x ∈ ∂D

the one-sided limits of a function g which is smooth enough from either side of ∂D and by [g](x) := g+(x)−
g−(x) the corresponding jump across ∂D. The functions SDφ and DDφ satisfy the well-known jump relations:

(2.6) [SDφ] = 0 and

[
∂

∂n
(SDφ)

]
= −φ,

and

(2.7) [DDφ] = φ and

[
∂

∂n
(DDφ)

]
= 0.

The first and the last of these four jump relations allow to introduce the integral operators SD and RD,
defined for a smooth density function φ ∈ C∞(∂D) by:

SDφ = (SDφ)|∂D, SDφ(x) =

∫
∂D

G(x, y)φ(y) ds(y) , x ∈ ∂D,

and

RDφ =
∂

∂n
(DDφ) , RDφ(x) = f.p.

η↓0

∫
∂D\Bη(x)

∂2G

∂nx∂ny
(x, y)φ(y) ds(y) , x ∈ ∂D,

where f.p. refers to a finite part integral in the sense of Hadamard. These operators extend as bounded
mappings SD : H−1/2(∂D)→ H1/2(∂D) and RD : H1/2(∂D)→ H−1/2(∂D).

Lastly, we recall the decay properties of the single and double layer potentials at infinity. For a given
density φ ∈ H−1/2(∂D), it follows from the explicit expression (2.3) of the fundamental solution G(x, y)
that, for d = 3

(2.8) SDφ(x) = O
(

1

|x|

)
, and |∇SDφ(x)|= O

(
1

|x|2
)
,
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where we have used the convenient notation O
(

1
|x|2

)
to represent a function whose modulus is bounded by

C
|x| when |x| is large enough, for some constant C > 0.

The case d = 2 is a little more subtle, and in general one only has

SDφ(x) = O (| log |x||) , and |∇SDφ(x)|= O
(

1

|x|

)
,

however, if
∫
∂D

φ ds = 0, then it holds additionally

(2.9) SDφ(x) = O
(

1

|x|

)
, and |∇SDφ(x)|= O

(
1

|x|2
)
.

As far as the double layer potential is concerned, one has for φ ∈ H1/2(∂D) and d = 2, 3

(2.10) DDφ(x) = O
(

1

|x|d−1

)
, and |∇DDφ(x)|= O

(
1

|x|d
)
.

2.3. The fundamental solution N(x, y) to the background equation (1.3)

We turn our attention to the case when the reference problem under consideration is not the free-space
Laplace equation, but rather the background boundary value problem (1.3). The fundamental solution
N(x, y) to the latter is constructed from that G(x, y) associated to the operator −∆ in the free space, given
by (2.3), in a way which we now briefly describe. We refer, e.g., to [31] or [8] for similar results.

For any point x ∈ Ω, the function y 7→ N(x, y) satisfies the following equation

(2.11)


−divy(γ(y)∇yN(x, y)) = δy=x in Ω ,

N(x, y) = 0 for y ∈ ΓD ,
γ(y) ∂N∂ny (x, y) = 0 for y ∈ ΓN .

This means that, for any function ϕ ∈ C1(Ω) such that ϕ = 0 on ΓD, one has

ϕ(x) =

∫
Ω

γ(y)∇yN(x, y) · ∇ϕ(y) dy, x ∈ Ω.

By an easy adaptation of the proof of Lemma 2.36 in [30], one sees that the function N(x, y) is symmetric
in its arguments. Furthermore, it is related to the fundamental solution G(x, y) to the Laplace equation in
free space via the relation

N(x, y) =
1

γ(x)
G(x, y) +R(x, y) ,

where for given x ∈ Ω, y 7→ R(x, y) is the solution to the equation
−divy(γ(y)∇yR(x, y)) = 1

γ(x)∇γ(y) · ∇yG(x, y) in Ω ,

R(x, y) = − 1
γ(x)G(x, y) for y ∈ ΓD ,

γ(y) ∂R∂ny (x, y) = − γ(y)
γ(x)

∂G
∂ny

(x, y) for y ∈ ΓN .

The precise functional characterization of R(x, y) follows from standard elliptic regularity theory, depending
on the singularity of G(x, y), see [14, 34]. Without entering into technicalities, let us just mention that,
for fixed x ∈ Ω, the function y 7→ R(x, y) belongs (at least) to H1(Ω). Moreover, for every open subset
U b Rd \ (Σ ∪ {x}), it is of class C∞ on Ω ∩ U .

2.4. The capacity of a subset in Rd

In one of the two scenarios studied in this article, namely when ωε accounts for Dirichlet boundary conditions
being imposed inside the Neumann region ΓN (cf. Section 3), the key quantity to measure the “smallness”
of the set ωε will be the H1(Rd) capacity. For the convenience of the reader, we briefly recall the definition
and two simple results related to this notion, referring to [37] for further details.

Definition 2.2. The capacity cap(E) of an arbitrary subset E ⊂ Rd is defined by:

(2.12) cap(E) = inf
{
||v||2H1(Rd), v(x) ≥ 1 a.e. on an open neighborhood of E

}
.

A slightly different formula for cap(E) is that of the following lemma.
7



Lemma 2.1. For an arbitrary subset E ⊂ Rd, it holds

(2.13) cap(E) = inf
{
||v||2H1(Rd), v(x) = 1 a.e. on an open neighborhood of E

}
.

Proof. On the one hand, it follows immediately from the definition (2.12) that

cap(E) ≤ inf
{
||v||2H1(Rd), v(x) = 1 a.e. on an open neighborhood of E

}
.

Conversely, if vn ∈ H1(Rd) is a sequence of functions such that

vn ≥ 1 a.e. on an open neighborhood of E, ||vn||2H1(Rd)
n→∞−−−−→ cap(E) ,

then wn = min(vn, 1) defines a sequence of functions in H1(Rd) which satisfies

||wn||2H1(Rd) ≤ ||vn||2H1(Rd) ;

see for instance [37], Proposition 3.1.11. As a result,

inf
{
||v||2H1(Rd), v(x) = 1 a.e. on an open neighborhood of E

}
≤ ||wn||2H1(Rd) ≤ ||vn||2H1(Rd)

n→∞−−−−→ cap(E) ,

which proves (2.13). �

We now provide a useful lemma, whereby the capacity of a subset ω of the boundary ∂Ω of a smooth
domain Ω ⊂ Rd can be estimated in terms of the energy norm of a function whose trace equals 1 on ω.

Lemma 2.2. Let Ω be a smooth bounded domain in Rd, ω be a Lipschitz open subset of ∂Ω, and let u be a
function in H1(Rd). If u = 1 on ω in the sense of traces in H1/2(ω), then

cap(ω) ≤ ||u||2H1(Rd).

Proof. Let U be an open neighborhood of ω in Rd, and let φ be a C∞c (Rd) function which equals 1 identically
on U . We decompose the function u as:

u = φ+ u− φ .
Since the set of functions v ∈ H1(Rd) with vanishing trace on ω is exactly the closure of C∞c (Rd \ ω) in
H1(Rd) (see Section 2.1), and since the trace of u−φ equals 0 on ω, there exists a sequence vn ∈ C∞c (Rd \ω)
such that

‖u− φ− vn‖H1(Rd) ≤
1

n
.

We now estimate

‖u‖H1(Rd) = ‖φ+ vn + u− φ− vn‖H1(Rd)

≥ ‖φ+ vn‖H1(Rd) − ‖u− φ− vn‖H1(Rd)

≥ ‖φ+ vn‖H1(Rd) −
1

n
.

The function φ+ vn lies in H1(Rd) (actually it lies in C∞c (Rd)) and it equals 1 on an open neighborhood of
ω in Rd. From the definition of cap(ω) it follows that

‖φ+ vn‖H1(Rd) ≥ (cap(ω))
1/2

,

and so by combination with the previous estimate we get:

‖u‖H1(Rd) ≥ (cap(ω))
1/2 − 1

n
.

By passing to the limit as n→∞ we arrive at the desired conclusion.
�

Remark 2.1. From the physical point of view, the capacity of a compact subset E ⊂ Rd is the total energy
of the electric field in the whole ambient space Rd, in the equilibrium regime where the potential is constant
on E (equal to 1). Different notions of capacity are found in the literature, depending on the kernel relating
the charge distribution (i.e., the source term) to the induced potential. A very natural notion of capacity is
attached to the fundamental solution to the Laplace operator with homogeneous Dirichlet boundary conditions
on a “ground surface” A (where the potential is set to 0); this concept is often associated with the name
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condenser capacity. The version proposed in Definition 2.2 is convenient for our purpose, since it is somehow
“universal” (it does not depend on the choice of a fixed grounding subset A for the potential), and it involves
the Bessel kernel. It is equivalent to the notion of condenser capacity, up to constants depending on the subset
A; see for instance Lemma 3.1 for a result in this direction. We refer to [1] for an extensive discussion of
the concept of capacity; see also [43, 28].

Remark 2.2. In Section 5 we shall be particularly interested in subsets of Rd of the form

(2.14) Dε :=
{
x = (x1, . . . , xd−1, 0) ∈ Rd, |x| < ε

}
.

Dε is a line segment of length 2ε, when d = 2, and a planar disk with radius ε, when d = 3. The following
estimates of the capacity of Dε will come in handy

(2.15) cap(Dε) ≤
C2

| log ε| when d = 2, cap(Dε) ≤ C3ε when d = 3,

where C2 and C3 are universal constants; see for instance Chap. 2 in [43].

3. Replacing Neumann conditions by Dirichlet conditions on a “small set”

In this section, we consider an arbitrary sequence ωε of open, Lipschitz subsets of the Neumann region ΓN ,
which are all “well-separated” from the Dirichlet region ΓD in the sense that the assumption (1.6) holds.
The homogeneous Neumann boundary condition satisfied on ΓN by the background potential u0 (see (1.3))
is dropped on ωε, where it is replaced by a homogeneous Dirichlet condition. The perturbed potential uε in
this situation is the solution to the equation (1.4).

As we shall see, the potential uε converges to u0 as ε → 0, when the set ωε vanishes in an appropriate
sense. In this general setting, where no additional hypothesis is made about ωε, our aim is to establish an
abstract representation formula for the first non-trivial term in the limiting asymptotics of uε − u0.

3.1. Some preliminary estimates

We start with some a priori estimates related to modified versions of the perturbed boundary value problem
(1.4). The first of these results is concerned with the unique solution χε ∈ H1(Ω) to the problem

(3.1)


−∆χε = 0 in Ω ,
χε = 1 on ωε ,
χε = 0 on ΓD ,
∂χε
∂n = 0 on ΓN \ ωε .

Let us recall that, by a solution to (3.1) we understand a function χε ∈ H1
ΓD

(Ω) such that χε = 1 on ωε and

(3.2) ∀v ∈ H1
ΓD (Ω) with v = 0 on ωε,

∫
Ω

∇χε · ∇v dx = 0 .

Lemma 3.1. Let ωε be an open Lipschitz subset of the region ΓN ⊂ ∂Ω, which lies “far” from ΓD in the
sense that (1.6) holds, and let χε be the solution to (3.1). There exist two constants 0 < m ≤M which depend
only on Ω, ΓD and the lower bound dmin on the distance from ωε to ΓD, but are otherwise independent of
ωε, such that

(3.3) m cap(ωε) ≤ ||χε||2H1(Ω) ≤Mcap(ωε) .

Proof. We start with the proof of the inequality m cap(ωε) ≤ ||χε||2H1(Ω). Because of the smoothness of Ω,

there exists an extension χ̃ε ∈ H1(Rd) to the whole space Rd such that

(3.4) ||χ̃ε||H1(Rd) ≤ C||χε||H1(Ω) ,

where the constant C depends only on Ω (see e.g. Appendix A in [49]). Using Lemma 2.2 we may estimate
the capacity of the subset ωε ⊂ ∂Ω, where the trace of χ̃ε equals 1, by

cap(ωε) ≤ ||χ̃ε||2H1(Rd) .

This inequality, combined with (3.4), yields the desired result.
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We now prove that ||χε||2H1(Ω) ≤ Mcap(ωε). Let us first observe that, due to a classical variation of the

Poincaré inequality, there exists a constant C > 0 which depends only on Ω and ΓD, such that

(3.5) ||χε||2H1(Ω) ≤ C||∇χε||2L2(Ω)d .

Because of the separation assumption (1.6), there exists a function h ∈ C1(Ω) such that, for any ε > 0
small enough, one has

h(x) = 1 for x ∈ ωε, h(x) = 0 for x ∈ ΓD, and ‖h‖C1(Ω) ≤ C ,

where C depends on dmin, but is otherwise independent of ωε. For any function χ ∈ H1(Rd) such that χ = 1
on an open neighborhood of ωε, we now have

||∇χε||2L2(Ω)d =

∫
Ω

∇χε · ∇χε dx

=

∫
Ω

∇χε · ∇(χh) dx

≤ C||∇χε||L2(Ω)d ||χ||H1(Rd) .

Here we have used the fact that χε−χh vanishes on ΓD∪ωε, together with the variational formulation (3.2),
to pass from the first line to the second. We immediately conclude that

||∇χε||2L2(Ω)d ≤ C||χ||2H1(Rd) .

Since this holds for any function χ ∈ H1(Rd) which equals identically 1 on an open neighborhood of ωε, the
desired upper bound for ||χε||2H1(Ω) follows by taking the infimum over all such functions χ ∈ H1(Rd) and

using the formula (2.13) for the capacity, as well as the Poincaré inequality (3.5). �

The second result in this section is concerned with solutions to a slight generalization of (3.1), where the
prescribed Dirichlet data on ωε is given by a function g (and not constantly equal to 1) and the conductivity
1 is replaced by γ. More precisely, we now consider the unique solution vε ∈ H1(Ω) to the boundary value
problem:

(3.6)


−div(γ∇vε) = 0 in Ω,

vε = g on ωε,
vε = 0 on ΓD,

γ ∂vε∂n = 0 on ΓN \ ωε ,

where g is a given function in C1(Ω). By a solution to (3.6) we understand a function vε ∈ H1
ΓD

(Ω) such
that vε = g on ωε and

(3.7) ∀v ∈ H1
ΓD (Ω) with v = 0 on ωε,

∫
Ω

γ∇vε · ∇v dx = 0 .

Lemma 3.2. Suppose d = 2 or d = 3. Let ωε be an open Lipschitz subset of the region ΓN ⊂ ∂Ω, satisfying
(1.6), and let vε ∈ H1(Ω) be the solution to (3.6). There exists a constant M which depends only on α, β,
the ellipticity constants of γ, Ω, ΓD and dmin, but is otherwise independent of ωε, such that

(3.8) ||vε||H1(Ω) ≤M ||g||C1(Ω)cap(ωε)
1
2 .

In addition, vε satisfies the following improved L2 estimate

(3.9) ||vε||L2(Ω) ≤M ||g||C1(Ω)cap(ωε)
3
4 .

Proof. We first prove (3.8). Notice that, due to (a modified version of) the Poincaré inequality, it suffices
to show that the term ||∇vε||2L2(Ω)d satisfies the desired upper bound. To this end we introduce the solution
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χε ∈ H1(Ω) to (3.1). Since vε − gχε = 0 on ωε ∪ ΓD, the variational formulation (3.7) yields

||∇vε||2L2(Ω)d ≤ C

∫
Ω

γ∇vε · ∇vε dx

= C

∫
Ω

γ∇vε · ∇(gχε) dx

≤ C‖gχε‖H1(Ω)‖vε‖H1(Ω)

≤ C‖g‖C1(Ω)‖χε‖H1(Ω)‖vε‖H1(Ω) .

Using the upper bound for ‖χε‖H1(Ω) supplied by Lemma 3.1, and the Poincaré inequality for vε we conclude
that

||∇vε||L2(Ω)d ≤M‖g‖C1(Ω)cap(ωε)
1
2 ,

which is the desired estimate (3.8).

We proceed to prove (3.9). To this end we rely on a variant of the “classical” Aubin-Nitsche trick [12, 54, 21].
Let wε denote the unique solution in H1

ΓD
(Ω) to the boundary value problem
−div(γ∇wε) = vε in Ω ,

wε = 0 on ΓD ,

γ ∂wε∂n = 0 on ΓN ,

or rather, in its variational form:

wε ∈ H1
ΓD (Ω), and

∫
Ω

γ∇wε · ∇v dx =

∫
Ω

vεv dx for all v ∈ H1
ΓD (Ω) .

Since (1.6) holds, there exists a cut-off function η ∈ C∞c (Rd) with the property

η = 1 on a neighborhood of all the ωε and η = 0 on an open set U of Rd with ΓD b U .

The key ingredient of the following derivation is that wε shows improved regularity with respect to vε (away
from the interface between ΓD and ΓN ). In particular, standard interior elliptic regularity results, discussed
e.g. in [14, 34], give

||ηwε||H3(Ω) ≤ C||vε||H1(Ω) .

In addition, since d = 2 or 3, the classical Sobolev Embedding Theorem ensures that

H3(Ω) ⊂ C1(Ω) and for all v ∈ H3(Ω), ‖v‖C1(Ω) ≤ C‖v‖H3(Ω) ,

see e.g. [2]. It follows immediately from this and the previous regularity estimate that

(3.10) ‖ηwε‖C1(Ω) ≤ C||ηwε||H3(Ω) ≤ C||vε||H1(Ω) .

We now calculate ∫
Ω

v2
ε dx =

∫
Ω

γ∇wε · ∇vε dx

=

∫
Ω

γ∇(χεηwε) · ∇vε dx,

where we have introduced the solution χε ∈ H1(Ω) to (3.1), as well as the fixed cut-off function η from
above. We have also used that wε − χεηwε = 0 on ωε ∪ ΓD and the variational formulation (3.7). It now
follows that

(3.11)
||vε||2L2(Ω) ≤ C||vε||H1(Ω)||χε||H1(Ω)||ηwε||C1(Ω)

≤ C||vε||2H1(Ω)||χε||H1(Ω) ,

where we have employed (3.10) for the last inequality. Finally, using the estimate

||χε||H1(Ω) ≤Mcap(ωε)
1
2

from Lemma 3.1, together with the already established H1 estimate (3.8) for vε, it follows from (3.11) that

||vε||2L2(Ω) ≤ C||g||2C1(Ω)
cap(ωε)

3
2 ,

as desired. �
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Remark 3.1. We observe that the conclusions of Lemma 3.2, and their proofs, extend verbatim to the case
where the scalar conductivity γ is replaced by a smooth conductivity matrix A ∈ C∞(Ω)d×d satisfying the
bounds

(3.12) ∀ξ ∈ Rd, α|ξ|2 ≤ A(x)ξ · ξ ≤ β|ξ|2, x ∈ Ω.

More precisely, the H1 and L2 estimates (3.8) and (3.9) still hold true when vε is the solution to the following
anisotropic counterpart of (3.6) 

−div(A∇vε) = 0 in Ω,
vε = g on ωε,
vε = 0 on ΓD,

(A∇vε) · n = 0 on ΓN \ ωε .

3.2. The representation formula

The deviation rε := uε − u0 between the perturbed potential and the background potential is the unique
H1(Ω) solution to

(3.13)


−div(γ∇rε) = 0 in Ω ,

rε = −u0 on ωε ,
rε = 0 on ΓD ,

γ ∂rε∂n = 0 on ΓN \ ωε .

Because of our separation assumption (1.6), there exists a smooth compact subset K b ΓN such that ωε ⊂ K
for all ε. Owing to local elliptic regularity estimates for the background problem (1.3), we have

‖u0‖C1(K) ≤ C‖f‖Hm(Ω) ,

for a sufficiently large integer m (again, see e.g. [14, 34]). Hence, we may construct a C1 function g0 on all
of Ω with the properties that

g0 = −u0 on K , and ‖g0‖C1(Ω) ≤ C‖u0‖C1(K) ≤ C‖f‖Hm(Ω) .

With this notation, rε is the unique H1(Ω) solution to
−div(γ∇rε) = 0 in Ω ,

rε = g0 on ωε ,
rε = 0 on ΓD ,

γ ∂rε∂n = 0 on ΓN \ ωε .

As a straightforward consequence of Lemma 3.2, it follows that

(3.14) ||rε||H1(Ω) ≤ C||f ||Hm(Ω)cap(ωε)
1/2 ,

and we now search for the next term in the asymptotic expansion of uε. Our main result is the following.

Theorem 3.1. Suppose d = 2 or d = 3, and suppose ωε is a sequence of non-empty, open Lipschitz subsets
of ∂Ω, which are all contained in ΓN and well-separated from ΓD in the sense that (1.6) holds. Let uε denote
the solution to (1.4). Assume that the capacity cap(ωε) of ωε tends to 0 as ε → 0. Then there exists a
subsequence, still labeled by ε, and a non-trivial distribution µ in the dual space of C1(∂Ω), such that for
any fixed point x ∈ Ω, and any η ∈ C∞(∂Ω) with η = 1 on {y ∈ ∂Ω, dist(y,ΓD) > dmin/2} and η = 0 on
{y ∈ ∂Ω, dist(y,ΓD) < dmin/3}, it holds

(3.15) uε(x) = u0(x)− cap(ωε)µy [η(y)γ(y)u0(y)N(x, y)] + o(cap(ωε)) , as ε→ 0 .

The term o(cap(ωε)) goes to zero faster than cap(ωε) uniformly for x ∈ K, where K is any compact subset
of Ω. The distribution µ depends only on the subsequence ωε, Ω, and ΓN .
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Proof. Introducing the fundamental solution N(x, y) of the background operator defined in Section 2.3, we
obtain for any x ∈ Ω

rε(x) =

∫
Ω

rε(y)(−divy(γ(y)∇yN(x, y))) dy

=

∫
Ω

γ(y)∇rε(y) · ∇yN(x, y) dy −
∫
∂Ω

γ(y)
∂N

∂ny
(x, y)rε(y) ds(y)

=

∫
∂Ω

γ(y)
∂rε
∂n

(y)N(x, y) ds(y)−
∫
∂Ω

γ(y)
∂N

∂ny
(x, y)rε(y) ds(y) .

Since y 7→ γ(y) ∂N∂ny (x, y) vanishes on ΓN (i.e. as an element in H−1/2(ΓN )) and rε vanishes on ΓD (i.e.,

rε ∈ H̃1/2(ΓN )), the second integral in the above right-hand side equals 0, and so

(3.16) rε(x) =

∫
∂Ω

γ(y)
∂rε
∂n

(y)N(x, y) ds(y) .

To proceed, we now use the same “compensated compactness”, or “clever integration by parts” technique as in
[15], see also [50]. Let φ ∈ C1(∂Ω) be an arbitrary function, which vanishes on the set {y ∈ ∂Ω : dist(y,ΓD) <
dmin/3}. Since Ω is smooth, it is easy to construct a function ψ ∈ C1(Ω) such that

(3.17) ψ = φ on ∂Ω, and ||ψ||C1(Ω) ≤ C||φ||C1(∂Ω) ,

where the constant C depends only on Ω. As before, let χε denote the solution to (3.1). Since the function
(φ− χεψ) belongs to H1/2(∂Ω), and vanishes on ΓD ∪ ωε, we have∫

∂Ω

γ
∂rε
∂n

φ ds =

∫
∂Ω

γ
∂rε
∂n

χεψ ds .

An integration by parts now yields

(3.18)

∫
∂Ω

γ
∂rε
∂n

φ ds =

∫
Ω

γ∇rε · ∇(χεψ) dy

=

∫
Ω

ψγ∇rε · ∇χε dy +

∫
Ω

χεγ∇rε · ∇ψ dy .

Using (3.14) and the estimate (3.9) applied to χε, we may control the second term in the above right-hand
as follows

(3.19)

∣∣∣∣∫
Ω

χεγ∇rε · ∇ψ dy

∣∣∣∣ ≤ C||χε||L2(Ω)||rε||H1(Ω)||ψ||C1(Ω)

≤ Ccap(ωε)
5
4 ‖f‖Hm(Ω)‖φ‖C1(∂Ω) .

A similar argument makes it possible to rewrite the first term in the right-hand side of (3.18) as∫
Ω

ψγ∇rε · ∇χε dy =

∫
Ω

∇(γψrε) · ∇χε dy −
∫

Ω

rε∇(γψ) · ∇χε dy

=

∫
Ω

∇(γψrε) · ∇χε dy +O(cap(ωε)
5
4 )‖f‖Hm(Ω)‖φ‖C1(∂Ω) .

Inserting these two facts into (3.18) we get∫
∂Ω

γ
∂rε
∂n

φ ds =

∫
Ω

∇(γψrε) · ∇χε dy + O(cap(ωε)
5
4 )‖f‖Hm(Ω)‖φ‖C1(∂Ω) ,

and so, after another integration by parts∫
∂Ω

γ
∂rε
∂n

φ ds =

∫
∂Ω

∂χε
∂n

γφrε ds + O(cap(ωε)
5
4 )‖f‖Hm(Ω)‖φ‖C1(∂Ω) .

Since ∂χε
∂n = 0 on ΓN \ ωε, and since rε = −u0χε on ωε ∪ ΓD, we may replace rε with −u0χε in the integral

of the above right-hand side, thus obtaining

(3.20)

∫
∂Ω

γ
∂rε
∂n

φ ds = −
∫
∂Ω

∂χε
∂n

χεu0γφ ds + O(cap(ωε)
5
4 )‖f‖Hm(Ω)‖φ‖C1(∂Ω) .
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Now let η be a function as introduced in the statement of this theorem:

η ∈ C∞(∂Ω), η = 1 on {y ∈ ∂Ω, dist(y,ΓD) > dmin/2} and η = 0 on {y ∈ ∂Ω, dist(y,ΓD) < dmin/3}.
Then, N(x, ·)η(·) is a C∞ function on ∂Ω which vanishes on the set {y ∈ ∂Ω : dist(y,ΓD) < dmin/3} and
coincides with N(x, ·) on ωε ∪ ΓD. By a combination of (3.16) and (3.20), with φ(·) = N(x, ·)η(·), it follows
that

rε(x) =

∫
∂Ω

γ(y)
∂rε
∂n

(y)N(x, y) ds(y)

=

∫
∂Ω

γ(y)
∂rε
∂n

(y)N(x, y)η(y) ds(y)(3.21)

= −
∫
∂Ω

∂χε
∂n

(y)χε(y)u0(y)γ(y)N(x, y)η(y) ds(y) +O(cap(ωε)
5
4 )‖f‖Hm(Ω)‖N(x, ·)η(·)‖C1(∂Ω) .

Finally, the upper bound in Lemma 3.1 reveals that cap(ωε) > 0 (since the ωε are non-empty), and that for
any function φ ∈ C1(∂Ω)∣∣∣∣ 1

cap(ωε)

∫
∂Ω

∂χε
∂n

χεφ ds

∣∣∣∣ =

∣∣∣∣ 1

cap(ωε)

∫
Ω

∇χε · ∇(χεφ) dy

∣∣∣∣ ≤ C||φ||C1(∂Ω) .

It follows from the Banach-Alaoglu theorem that, up to extraction of a subsequence, which we still label by
ε, there exists a bounded linear functional µ on C1(∂Ω) such that, for any φ ∈ C1(∂Ω):

1

cap(ωε)

∫
∂Ω

∂χε
∂n

χεφ ds
ε→0−−−→ µ(φ) .

The lower bound in Lemma 3.1, in combination with Poincaré’s inequality, reveals that µ(1) > 0, in other
words that µ is non-trivial. A combination of Section 3.2 and the above convergence result (with φ(·) =
u0(·)γ(·)N(x, ·)η(·)) yields the desired representation formula

rε(x) = −cap(ωε)µy [η(y)u0(y)γ(y)N(x, y)] + o(cap(ωε)) .

The uniformity of the convergence of the remainder term, when the point x is confined to a fixed compact
subset K b Ω, follows from the fact that the set of functions {u0(·)γ(·)N(x, ·)η(·)}x∈K ⊂ C1(∂Ω) is compact
in the C1 topology. �

3.3. Properties of the limiting distribution µ

The limiting distribution µ introduced in Theorem 3.1 is a priori a distribution of order one on ∂Ω, and as
such it may depend on first-order derivatives of the argument function φ. We now show that this is not the
case, and that µ is actually a non negative Radon measure on ∂Ω.

Proposition 3.1. The distribution µ in (3.15) is a non-trivial, non negative Radon measure on ∂Ω. More-
over, the support of µ is contained in any compact subset K ⊂ ∂Ω such that ωε ⊂ K for ε > 0 small
enough.

Proof. We recall from the proof of Theorem 3.1 that the distribution µ is defined by:

∀φ ∈ C1(∂Ω), µ(φ) = lim
ε→0

1

cap(ωε)

∫
∂Ω

∂χε
∂n

χεφ ds ,

where the limit is taken along a subsequence, and χε ∈ H1(Ω) is the solution to the equation (3.1). Let φ

be an arbitrary function φ ∈ C1(∂Ω). Since ∂Ω is smooth, it is easy to construct a function ψ̃ ∈ C1(Ω) such
that

(3.22) ψ̃ = φ on ∂Ω, and ||ψ̃||C0(Ω) = ||φ||C0(∂Ω) .

Green’s formula then yields∫
∂Ω

∂χε
∂n

χεφ ds =

∫
Ω

(∇χε · ∇χε)ψ̃ dx+

∫
Ω

(∇χε · ∇ψ̃)χε dx .
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As in the proof of Theorem 3.1 (see (3.19)), the estimates of Lemma 3.2 show that

lim
ε→0

1

cap(ωε)

∫
Ω

(∇χε · ∇ψ̃)χε dx = 0 ,

and as a consequence

(3.23) µ(φ) = lim
ε→0

1

cap(ωε)

∫
Ω

(∇χε · ∇χε)ψ̃ dx ,

for any function φ ∈ C1(∂Ω), where ψ̃ ∈ C1(Ω) is related to φ by (3.22). On the other hand, using Lemma 3.1,
there exists a constant C > 0 such that

(3.24) ∀ψ ∈ C0(Ω),
1

cap(ωε)

∣∣∣∣∫
Ω

(∇χε · ∇χε)ψ dx

∣∣∣∣ ≤ C||ψ||C0(Ω).

Hence, using again the Banach-Alaoglu theorem, there exists a subsequence of the ε’s and a non negative
Radon measure ν on Ω such that

∀ψ ∈ C0(Ω),
1

cap(ωε)

∫
Ω

(∇χε · ∇χε)ψ dx→
∫

Ω

ψ dν .

Combining this with (3.23) we conclude that:

µ(φ) =

∫
Ω

ψ̃ dν

for any φ ∈ C1(∂Ω), where ψ̃ ∈ C1(Ω) is related to φ by (3.22). Moreover,∣∣∣∣∫
Ω

ψ̃ dν

∣∣∣∣ ≤ C‖ψ̃‖C0(Ω) = C||φ||C0(∂Ω),

and we have thus proved that, for any φ ∈ C1(∂Ω)

|µ(φ)| ≤ C||φ||C0(∂Ω) .

This shows that µ is a Radon measure on ∂Ω, the non negativity of which follows from that of ν. Moreover,
the proof of Theorem 3.1 has already revealed that µ is non trivial since µ(1) > 0.

Finally, let K b ∂Ω be a compact subset of ∂Ω such that ωε ⊂ K for ε > 0 small enough. Let φ ∈ C1(∂Ω)
be an arbitrary function with support in the relatively open subset U := ∂Ω \ K. Then, χεφ belongs to
H1/2(∂Ω) and vanishes on ωε ∪ ΓD, so that∫

∂Ω

∂χε
∂n

χεφ ds = 0 .

It follows that

µ(φ) = lim
ε→0

1

cap(ωε)

∫
∂Ω

∂χε
∂n

χεφ ds = 0 .

Since this holds true for any φ ∈ C1(∂Ω) with support in U , the desired result about the support of µ
follows. �

Proposition 3.1 immediately leads to the following Corollary to Theorem 3.1.

Corollary 3.1. Suppose d = 2 or d = 3. Let ωε be a sequence of non-empty, open Lipschitz subsets of ∂Ω,
which are all contained in ΓN and are well-separated from ΓD in the sense that (1.6) holds. Let uε denote
the solution to (1.4). Assume furthermore that the capacity cap(ωε) of ωε goes to 0 as ε → 0. Then there
exists a subsequence, still denoted by ε, and a non-trivial, non negative Radon measure µ on ∂Ω, such that
for any fixed point x ∈ Ω

uε(x) = u0(x)− cap(ωε)

∫
∂Ω

u0(y)γ(y)N(x, y) dµ(y) + o(cap(ωε)).

The measure µ depends only on the subsequence ωε, Ω, and ΓN . The support of µ lies inside any compact
subset K ⊂ ∂Ω containing the ωε for ε > 0 small enough, and the term o(cap(ωε)) goes to zero faster than
cap(ωε) uniformly (in x) on compact subsets of Ω.

Remark 3.2. Let us comment about the physical meaning of the representation formula of Corollary 3.1.
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• The first order term in this expansion arises as the superposition of the potentials u0(y)γ(y)N(x, y)
created at x by point sources (monopoles) which are distributed on the “limiting location” of the
vanishing subsets ωε. The negative sign in front of this term indicates that these point sources have
been replaced by a “ground” (homogeneous Dirichlet boundary condition) when passing from the
background physical situation to the perturbed one.

• Assuming for simplicity that f has compact support inside Ω, the fact that the term o(cap(ωε)) (in
Corollary 3.1) is uniformly small on compact subsets of Ω leads to the following asymptotic expansion
for the compliance (or power consumption) of Ω:∫

Ω

f uε dx =

∫
Ω

f u0 dx− cap(ωε)

∫
Ω

f(x)

∫
∂Ω

γ(y)u0(y)N(x, y) dµ(y) dx+ o(cap(ωε)) .

Due to the symmetry of the fundamental solution (see Section 2.3), we have

u0(y) =

∫
Ω

N(x, y)f(x) dx ,

and this now implies∫
Ω

f uε dx =

∫
Ω

f u0 dx− cap(ωε)

∫
∂Ω

γ(x)u2
0(x) dµ(x) + o(cap(ωε)) .

In particular, the emergence of a small Dirichlet region within the homogeneous Neumann zone ΓN
always decreases the value of the compliance, which is consistent with physical intuition, since it
amounts to enlarging the region of the boundary ∂Ω where the voltage potential is grounded.

4. Replacing Dirichlet conditions by Neumann conditions on a “small set”

We presently turn to the opposite situation of that considered in Section 3. The considered sequence ωε of
“small”, open Lipschitz subsets of ∂Ω is now included in ΓD, and it is well-separated from ΓN in the sense
that (1.6) holds. The homogeneous Dirichlet boundary condition satisfied by the “background” voltage
potential u0 on ΓD (see (1.3)) is dropped on ωε, where it is replaced by a homogeneous Neumann boundary
condition: the perturbed voltage potential uε is then the solution to the equation (1.5). Like in Section 3,
without any further assumption on ωε, we aim to derive a representation formula for uε − u0 as ε→ 0.

Let us start by defining the quantity e(ωε) which will measure the “smallness” of a set ωε in the present
setting. When ω ⊂ Rd is an arbitrary finite collection of disjoint Lipschitz hypersurfaces, we introduce:

(4.1) e(ω) = max
κ∈C∞c (Rd),

κ(x)=±1 for x∈ω

{∫
Rd\ω

(z2 + |∇z|2) dx, z ∈ H1(Rd \ ω) s.t.

{
−∆z + z = 0 in Rd \ ω,

∂z
∂n = κ on ω

}
.

In the above formulation, n stands for any smooth unit normal vector field on (each connected component
of) ω, and the value of e(ω) does not depend on the choice of the particular direction(s) of n, due to the
presence of the maximum. More precisely, when ω has only one connected component, e(ω) is the energy of
the unique H1(Rd \ ω) solution z to the equation

(4.2)

{
−∆z + z = 0 in Rd \ ω ,

∂z
∂n = 1 on ω ,

and the choice of an orientation for the normal vector n to ω only affects the sign of z and not the value of
the energy e(ω). When ω has several connected components, a direction for n can be set independently on
each connected component of ω; the possible choices for κ in (4.1) correspond to all possible configurations
of the field n, and the quantity e(ω) captures the configuration with maximum energy.

In view of the discussion in Section 2.4 (see notably Remark 2.1), it is very tempting to interpret e(ω) as
a sort of “capacity” of the set ω, which, in a Neumann context, measures the energy of the potential in an
“equilibrium” situation where the current passing through ω is constant, with amplitude equal to 1.

Remark 4.1. In spite of its intuitive physical interpretation, the quantity e(ω) is not very explicit, since it
involves the solution of a boundary value problem posed on the whole ambient space Rd. For this reason, we
derive in Appendix A several interesting surrogate quantities, depending only on the geometry of ω, which in
some particular cases are equivalent to e(ω).
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In Section 6, we shall conduct explicit calculations of the solution uε to (1.5), in the particular case where
the inclusion set ωε is a “surfacic ball” on ∂Ω. The following estimates for the “smallness” of the planar
disk Dε defined in (2.14), which follow straighforwardly from Appendix A (see in particular Remark A.1),
will be used repeatedly:

(4.3) e(Dε) ≤ C2ε
2 if d = 2, and e(Dε) ≤ C3ε

3 if d = 3,

for some universal constants C2, C3.

4.1. Preliminary estimates

We start with a preliminary result, which is analogous to Lemma 3.1, and is essential for the derivation of
our asymptotic representation formula. Let ζε be the unique H1(Ω) solution to

(4.4)


−∆ζε = 0 in Ω ,
ζε = 0 on ΓD \ ωε ,
∂ζε
∂n = 1 on ωε ,
∂ζε
∂n = 0 on ΓN .

The following lemma relates the energy of ζε with the quantity e(ωε) defined in (4.1).

Lemma 4.1. Let ωε be an open Lipschitz subset of the region ΓD ⊂ ∂Ω, which lies “far” from ΓN in the
sense that (1.6) holds, and let ζε be the solution to (4.4). There exist two constants 0 < m ≤ M , which
depend only on Ω, ΓD and the lower bound dmin on the distance from ωε to ΓN , but are otherwise independent
of ωε, such that

m e(ωε) ≤ ||ζε||2H1(Ω) ≤M e(ωε).

Proof. We start by looking at the right-hand inequality. The latter is actually quite natural, since ζε can be
seen as arising from the solution z to (an equation like) (4.2), for a suitable function κ, by “adding Dirichlet
boundary conditions”. An adapted version of the Poincaré inequality for functions with vanishing trace on
the set

{x ∈ ΓD, dist(x,ΓN ) < dmin/3}
reveals that there exists a constant C > 0 which only depends on Ω, ΓN and dmin such that

(4.5) ||ζε||H1(Ω) ≤ C||∇ζε||L2(Ω)d .

Let zε be the solution to (4.2), where n is the unit normal vector to ∂Ω pointing outward from Ω (in
particular, it is normal to ωε) and κ constantly equals 1 on ωε. An integration by parts, using the boundary
conditions satisfied by ζε and zε, yields

||∇ζε||2L2(Ω)d =

∫
Ω

∇ζε · ∇ζε dx

=

∫
ωε

∂ζε
∂n

ζε ds

=

∫
ωε

∂zε
∂n

ζε ds

=

∫
∂Ω

∂zε
∂n

(ηζε) ds ,

where η is a smooth function such that

η ≡ 1 on {x ∈ ΓD, dist(x,ΓN ) > dmin/2} and η ≡ 0 on {x ∈ ∂Ω, dist(x,ΓN ) < dmin/3} .
It follows that

||∇ζε||2L2(Ω)d =

∫
Ω

(
∇zε · ∇(ηζε) + zεηζε

)
dx

≤ C||zε||H1(Ω)||ζε||H1(Ω)

≤ C||zε||H1(Rd\ωε)||∇ζε||L2(Ω)d ,

where we have used the Poincaré inequality (4.5). The desired inequality now follows from the definition
(4.1) of e(ωε) and repeated use of the Poincaré inequality (4.5).
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Let us now turn to the left-hand inequality. To this end, let zε be the H1(Rd \ ωε) solution to (an equation
like) (4.2), where κ is any C∞c (Rd) function taking values 1 or −1 on ωε, and n again is chosen to be the unit
normal to ∂Ω, pointing outward Ω. The variational formulation associated to (an equation like) (4.2) and
an integration by parts immediately imply that

||zε||2H1(Rd\ωε) =

∫
Rd\ωε

(
z2
ε +∇zε · ∇zε

)
dx

= −
∫
ωε

κ(z+
ε − z−ε ) ds .

Here we have denoted by z+
ε and z−ε the one-sided traces of zε on ωε from the exterior and the interior of Ω,

respectively (see (2.5)). We obtain

||zε||2H1(Rd\ωε) ≤
∫
ωε

∂ζε
∂n
|z+
ε − z−ε | ds

=

∫
∂Ω

∂ζε
∂n
|z+
ε − z−ε | ds ,

where we have used the fact that zε is continuous across ∂Ω (in the sense of traces) except on ωε. Since Ω
is smooth, there exists a bounded linear extension operator E : H1/2(∂Ω)→ H1(Ω) such that

∀u ∈ H1/2(∂Ω), ||Eu||H1(Ω) ≤ C||u||H1/2(∂Ω) and Eu = u on ∂Ω ,

for a constant C which depends only on Ω. Based on the previous estimate we calculate

||zε||2H1(Rd\ωε) ≤
∫
∂Ω

∂ζε
∂n
|Ez+

ε − z−ε | ds

=

∫
Ω

∇ζε · ∇|Ez+
ε − zε| dx

≤ C||∇ζε||L2(Ω)d ||Ez+
ε − zε||H1(Ω)

≤ C||∇ζε||L2(Ω)d
(
||z+
ε ||H1/2(∂Ω) + ||zε||H1(Ω)

)
≤ C||∇ζε||L2(Ω)d ||zε||H1(Rd\ωε) ,

which finally results in the desired inequality

||zε||H1(Rd\ωε) ≤ C||∇ζε||L2(Ω)d .

Since this holds for any choice of the function κ ∈ C∞c (Rd) having values 1 or −1 on ωε, the desired inequality
follows by taking the maximum with respect to any such choice. �

We now consider the H1(Ω) solution vε to the boundary value problem

(4.6)


−div(γ∇vε) = 0 in Ω ,

vε = 0 on ΓD \ ωε ,
γ ∂vε∂n = g on ωε ,

γ ∂vε∂n = 0 on ΓN ,

where g is a given C0(Ω) function. Our next result provides norm bounds for vε in terms of the expression
e(ωε).

Lemma 4.2. Suppose d = 2 or d = 3. Let ωε be an open Lipschitz subset of the region ΓD ⊂ ∂Ω, which lies
“far” from ΓN in the sense that (1.6) holds. There exists a constant M , which depends only on α, β, the
coercivity constants of γ, Ω, ΓN and the lower bound dmin on the distance from ωε to ΓN , but is otherwise
independent of ωε, such that the function vε in (4.6) satisfies the following H1 estimate

(4.7) ||vε||H1(Ω) ≤Me(ωε)
1
2 ||g||C0(Ω) .

In addition, the following “improved” L2 estimate holds

(4.8) ||vε||L2(Ω) ≤Me(ωε)
3
4 ||g||C0(Ω) .

The quantity e(ωε) is that defined in (4.1).
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Proof. We start by proving (4.7). Since ωε lies inside ΓD with dist(ωε,ΓN ) > dmin > 0, a variant of the
Poincaré’s inequality for functions whose trace vanishes on the fixed region {x ∈ ΓD, dist(x,ΓN ) < dmin}
yields the existence of a constant C > 0, depending only on ∂Ω, ΓD and dmin, such that

(4.9) ||vε||H1(Ω) ≤ C||∇vε||L2(Ω)d .

We then calculate

||∇vε||2L2(Ω) ≤ C

∫
Ω

γ∇vε · ∇vε dx

= C

∫
∂Ω

γ
∂vε
∂n

vε ds

= C

∫
ωε

gvε ds .

An application of (4.9) and introduction of the function ζε – defined in (4.4) and estimated in Lemma 4.1 –
now yields

||vε||2H1(Ω) ≤ C||g||C0(Ω)

∫
ωε

|vε| ds

= C||g||C0(Ω)

∫
∂Ω

|vε|
∂ζε
∂n

ds

= C||g||C0(Ω)

∫
Ω

∇|vε| · ∇ζε dx

≤ C||g||C0(Ω)‖vε‖H1(Ω)e(ωε)
1
2 ,

and the desired estimate (4.7) follows.

Let us now consider the improved L2 estimate (4.8). To establish this, we proceed along the lines of the
proof of Lemma 3.2. As in that proof, let wε denote the unique H1(Ω) solution to the boundary value
problem 

−div(γ∇wε) = vε in Ω ,
wε = 0 on ΓD ,

γ ∂wε∂n = 0 on ΓN .

Taking advantage of the separation assumption (1.6), we may introduce a cut-off function η ∈ C∞c (Rd) with
the property

η = 1 on a fixed neighborhood of all the ωε and η = 0 on an open set U in Rd with ΓN b U .

The function wε shows improved regularity with respect to vε, away from the interface Σ between the
Dirichlet and Neumann regions ΓD and ΓN . More precisely, arguing as in the proof of Lemma 3.2 (see in
particular (3.10)), one obtains that

(4.10) ‖ηwε‖C1(Ω) ≤ C||ηwε||H3(Ω) ≤ C||vε||H1(Ω) .

We now calculate ∫
Ω

v2
ε dx = −

∫
Ω

div(γ∇wε) vε dx

=

∫
Ω

γ∇wε · ∇vε dx−
∫
ωε

γ
∂wε
∂n

vε ds

= −
∫
ωε

γ
∂

∂n
(ηwε)vε ds .
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Using the regularity estimate (4.10) for ηwε and introducing the function ζε, – defined in (4.4), and estimated
in Lemma 4.1 – we are now led to∫

Ω

v2
ε dx ≤ C

∣∣∣∣∣∣∣∣∂(ηwε)

∂n

∣∣∣∣∣∣∣∣
C0(∂Ω)

∫
ωε

|vε| ds

= C

∣∣∣∣∣∣∣∣∂(ηwε)

∂n

∣∣∣∣∣∣∣∣
C0(∂Ω)

∫
∂Ω

|vε|
∂ζε
∂n

ds

= C

∣∣∣∣∣∣∣∣∂(ηwε)

∂n

∣∣∣∣∣∣∣∣
C0(∂Ω)

∫
Ω

∇|vε| · ∇ζε dx

≤ C||vε||2H1(Ω)e(ωε)
1
2 .

In combination with the already established estimate (4.7), this yields∫
Ω

v2
ε dx ≤ C e(ωε)

3
2 ||g||2C0(Ω)

,

exactly as asserted in (4.8). �

Remark 4.2. As in Section 3 (see Remark 3.1) close inspection of the above proof reveals that both estimates
(4.7) and (4.8) still hold true when the function vε from (4.6) is replaced by the solution to the following
anisotropic boundary value problem 

−div(A∇vε) = 0 in Ω,
vε = 0 on ΓD \ ωε,

(A∇vε) · n = g on ωε,
(A∇vε) · n = 0 on ΓN ,

where A ∈ C(Ω)d×d is a smooth conductivity matrix satisfying the bounds (3.12).

4.2. The representation formula

One of our main results in this section is the following representation theorem.

Theorem 4.1. Suppose that d = 2 or d = 3 and that ωε is a sequence of non-empty, open Lipschitz subsets
of ∂Ω, which are all contained in ΓD and well-separated from ΓN in the sense that (1.6) holds. Let uε denote
the solution to (1.5). Assume that the quantity e(ωε), given by (4.1), goes to 0 as ε → 0. Then there exists
a subsequence, still labeled by ε, and a non-trivial distribution µ in the dual space of C1(∂Ω) such that for
any fixed point x ∈ Ω, and any η ∈ C∞(∂Ω) with η = 1 on {y ∈ ∂Ω, dist(y,ΓN ) > dmin/2} and η = 0 on
{y ∈ ∂Ω, dist(y,ΓN ) < dmin/3}

(4.11) uε(x) = u0(x) + e(ωε) µy

(
η(y)

∂u0

∂n
(y)γ(y)

∂N

∂ny
(x, y)

)
+ o(e(ωε)) .

The term o(e(ωε)) goes to zero faster than e(ωε), uniformly for x in any fixed compact subset K of Ω. The
distribution µ depends only on the subsequence ωε, Ω, and ΓD.

Proof. The proof parallels that of Theorem 3.1 with appropriate changes. We give a fairly detailed outline
of it, except in a few places where we refer back to the proof of Theorem 3.1. Let rε denote the remainder
rε := uε − u0, which is now the unique H1(Ω) solution to the following problem

(4.12)


−div(γ∇rε) = 0 in Ω ,

rε = 0 in ΓD \ ωε ,
γ ∂rε∂n = −γ ∂u0

∂n on ωε ,

γ ∂rε∂n = 0 on ΓN .

Let x be a fixed point inside Ω. From the definition (2.11) of the fundamental solution N(x, y) to the
background equation, we obtain after integration by parts

rε(x) =

∫
Ω

rε(y)(−divy(γ(y)∇yN(x, y))) dy

= −
∫
ωε

rε(y)γ(y)
∂N

∂ny
(x, y) ds(y) +

∫
Ω

γ(y)∇rε(y) · ∇yN(x, y) dy .
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Another integration by parts of the second term in the above right-hand side reveals that the latter actually
vanishes, so in conclusion

(4.13)

rε(x) = −
∫
ωε

rε(y)γ(y)
∂N

∂ny
(x, y) ds(y)

= −
∫
ωε

rε(y)η(y)γ(y)
∂N

∂ny
(x, y) ds(y) .

Following the proof of Theorem 3.1, we now proceed to calculate, for any given function φ ∈ C1(∂Ω) vanishing
on {y ∈ ∂Ω, dist(y,ΓN ) < dmin/3}, the limit of the quantity

−
∫
ωε

rε(y)φ(y) ds(y) .

For this purpose we introduce an extension ψ ∈ C1(Ω) of φ satisfying the properties (see (3.17))

ψ = φ on ∂Ω, and ||ψ||C1(Ω) ≤ C||φ||C1(∂Ω) ,

and we consider the unique H1(Ω) solution ζε to the boundary value problem (4.4). We calculate

−
∫
ωε

rε(y)φ(y) ds(y) = −
∫
∂Ω

∂ζε
∂n

rεψ ds

= −
∫

Ω

(∇ζε · ∇rε)ψ dy −
∫

Ω

(∇ζε · ∇ψ)rε dy

= −
∫

Ω

(∇ζε · γ∇rε)
ψ

γ
dy + O(e(ωε)

5
4 )‖f‖Hm(Ω)‖φ‖C1(∂Ω) ,

where the last identity follows from the improved L2 estimate (applied to rε) and the H1 estimate (applied
to ζε) from Lemma 4.2; see the proof of Theorem 3.1 for details. A repeated use of the same estimates (with
the roles of rε and ζε interchanged) followed by an integration by parts yields

−
∫
ωε

rε(y)φ(y) ds(y) = −
∫

Ω

γ∇rε · ∇
(
ψζε
γ

)
dx+O(e(ωε)

5
4 )‖f‖Hm(Ω)‖φ‖C1(∂Ω)

= −
∫
∂Ω

∂rε
∂n

φζε ds+O(e(ωε)
5
4 )‖f‖Hm(Ω)‖φ‖C1(∂Ω);

see the proof of Theorem 3.1. Using the boundary conditions satisfied by rε and ζε we finally end up with

(4.14) −
∫
ωε

rε(y)φ(y) ds(y) =

∫
∂Ω

(
∂ζε
∂n

ζε

)
∂u0

∂n
φ ds+O(e(ωε)

5
4 )‖f‖Hm(Ω)‖φ‖C1(∂Ω) .

From Lemma 4.1, we infer that the sequence 1
e(ωε)

(
∂ζε
∂n ζε

)
has bounded norm in the dual space of C1(∂Ω);

see more precisely (3.24) in the proof of Theorem 3.1. From the Banach-Alaoglu theorem, it now follows,
after extraction of a subsequence (still labeled by ε), that there exists a bounded linear functional µ on
C1(∂Ω) such that

(4.15) ∀ϕ ∈ C1(∂Ω),

∫
∂Ω

1

e(ωε)

(
∂ζε
∂n

ζε

)
ϕ ds

ε→0−−−→ µ(ϕ) .

Also, due to Lemma 4.1, it follows that µ(1) > 0, thus revealing that µ is non trivial. Insertion of φ(y) =
η(y)γ(y) ∂N∂ny (x, y) into (4.14) and application of (4.15) with ϕ(y) = ∂u0

∂n (y)η(y)γ(y) ∂N∂ny (x, y) now gives

−
∫
ωε

rε(y)η(y)γ(y)
∂N

∂ny
(x, y) ds(y) = e(ωε)µy

[
η(y)

∂u0

∂n
(y)γ(y)

∂N

∂ny
(x, y)

]
+ o(e(ωε)) ,

which in combination with (4.13) leads to the desired representation formula (4.11). The uniformity of the
convergence of the remainder o(e(ωε)), when x is confined to a fixed compact subset of Ω, follows as in the
proof of Theorem 3.1. �

Just as in Section 3 we may show that the distribution µ is a non negative Radon measure compactly
supported “near” the sets ωε; in other words, the following analogue of Proposition 3.1 holds in the present
context, whose nearly identical proof is left to the reader.
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Proposition 4.1. The limiting distribution µ introduced in Theorem 4.1 is a non negative Radon measure
on ∂Ω. Moreover, the support of µ is contained in any compact subset K of ∂Ω such that ωε ⊂ K for ε > 0
sufficiently small.

This proposition immediately leads to the following corollary to Theorem 4.1.

Corollary 4.1. Suppose d = 2 or d = 3 and suppose ωε is a sequence of non-empty, open Lipschitz subsets
of ∂Ω, which are all contained in ΓD and are well-separated from ΓN , in the sense that (1.6) holds; let uε
denote the solution to (1.5). Assume that the quantity e(ωε), defined by (4.1), goes to 0 as ε → 0. Then
there exists a subsequence, still labeled by ε, and a non-trivial, non negative Radon measure µ on ∂Ω, whose
support is included in any compact subset K ⊂ ∂Ω containing the ωε for ε > 0 small enough, such that the
following asymptotic expansion

uε(x) = u0(x) + e(ωε)

∫
∂Ω

∂u0

∂n
(y)γ(y)

∂N

∂ny
(x, y) dµ(y) + o(e(ωε)) ,

holds at any fixed point x ∈ Ω. The term o(e(ωε)) goes to zero faster than e(ωε) uniformly (in x) on compact
subsets of Ω. The measure µ depends only on the subsequence ωε, Ω, and ΓD.

Remark 4.3. From the physical viewpoint, the second term in the representation formula of Corollary 4.1
accounts for the potential created at x by a distribution of dipoles located at the “limiting position” of the
sets ωε. We notice the sign change, when compared to the second term of the expansion in Section 3. A
calculation similar to that found in Remark 3.2 (and under the same assumptions regarding the source term
f) now leads to a non negative first term in the perturbation of the compliance, reflecting the intuitive fact
that the compliance of Ω necessarily (asymptotically) increases when the homogeneous Dirichlet boundary
condition on ωε is turned into a homogeneous Neumann condition.

5. An explicit asymptotic formula for the case of substituting Dirichlet conditions

In this section, we investigate a particular instance of the general situation of Section 3, where the homo-
geneous Neumann boundary condition satisfied by the background potential u0 on the whole region ΓN is
modified to a Dirichlet boundary condition on a subset ωε ⊂ ΓN taking the form of a vanishing “surfacic
ball”.

Without loss of generality, we assume that the origin 0 belongs to ΓN , and that the normal vector n(0) at
0 coincides with the last coordinate vector ed. We select a smooth bounded domain O ⊂ Rd, and construct
a smooth diffeomorphism T : Rd → Rd such that Ω = T (O), and

(i) The domain O lies inside the lower half-space H, and it coincides with H in a fixed open
neighborhood U of 0:

O ⊂ H, and O ∩ U = H ∩ U, where H :=
{
x = (x1, . . . , xd) ∈ Rd, xd < 0

}
.

(ii) T (0) = 0 and ∇T (0) = Id.

Given such T and O, the subset ωε ⊂ ΓN is now defined as follows:

(5.1) ωε = T (Dε), where Dε := {x = (x1, . . . , xd−1, 0) ∈ ∂H, |x| < ε} ,
for ε sufficiently small, see Fig. 2 for an illustration. We denote by Γ̂N ⊂ ∂O the boundary set Γ̂N :=
T−1(ΓN ), and purely for simplicity we also assume that O and T are selected in such aa way that T
coincides with the identity mapping “far” from 0, so that in particular T−1(ΓD) = ΓD (in terms of the
original domain Ω this is achievable through the assumption that Ω lies below its tangent plane at 0).

The “background” and perturbed potentials u0 and uε are the H1(Ω) solutions to the following equations:

(5.2)


−div(γ∇u0) = f in Ω,

u0 = 0 on ΓD,

γ ∂u0

∂n = 0 on ΓN ,
and


−div(γ∇uε) = f in Ω,

uε = 0 on ΓD ∪ ωε,
γ ∂uε∂n = 0 on ΓN \ ωε,

where the source term f ∈ C∞(Ω) is smooth. Invoking classical elliptic regularity results, we observe that
u0 and uε are smooth, except in the vicinity of the points x ∈ ∂Ω where boundary conditions change type.
More precisely, with Σ = ΓD ∩ ΓN

• The function u0 is of class C∞ in a neighborhood of any point x ∈ Ω \ Σ;
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Figure 2. The setting in Section 5.

• The function uε is of class C∞ in a neighborhood of any point x ∈ Ω \ (Σ ∪ ∂ωε);
see for instance [14], §9.6, or [34].

We aim to derive a precise first order asymptotic expansion of uε when ε → 0, thus exemplifying the
abstract structure of Theorem 3.1. We start by providing the complete analysis for the two-dimensional
case in Section 5.1. The analysis for the three-dimensional case, which is quite similar in many aspects, is
outlined in Section 5.2.

5.1. Asymptotic expansion of the perturbed potential uε in 2d

This section deals with the case d = 2, and our main result is

Theorem 5.1. The following asymptotic expansion holds at any point x ∈ Ω, x /∈ Σ ∪ {0}:

(5.3) uε(x) = u0(x)− π

| log ε|γ(0)u0(0)N(x, 0) + o

(
1

| log ε|

)
.

Proof. We proceed in four steps, relying on several intermediate, technical results, whose proofs are postponed
to the end of the section for the sake of clarity.

Step 1. We establish a representation formula for uε which relates its value at a point x ∈ ∂Ω “far” from
the inclusion set ωε to its values inside ωε by means of the fundamental solution N(x, y) to the background
operator, defined by (2.11).

Considering a fixed point x ∈ Ω, using the definition of N(x, y) and integrating by parts twice, we obtain

uε(x) = −
∫

Ω

divy(γ(y)∇yN(x, y))uε(y) dy

=

∫
Ω

γ(y)∇yN(x, y) · ∇uε(y) dy

=

∫
∂Ω

γ(y)
∂uε
∂ny

(y)N(x, y) ds(y) +

∫
Ω

f(y)N(x, y) dy,

where the second line follows from the facts that γ(y) ∂N∂ny (x, y) = 0 on ΓN and uε = 0 on ΓD; see (5.2).

Using the background problem (5.2) satisfied by u0 and the boundary conditions for uε and N , we arrive at
the following formula, for any point x ∈ Ω

(5.4)

uε(x) = u0(x) +

∫
ωε

γ(y)
∂uε
∂ny

(y)N(x, y) ds(y)

= u0(x) +

∫
ωε

γ(y)
∂rε
∂ny

(y)N(x, y) ds(y) .

Here we have taken advantage of the fact that u0 satisfies homogeneous Neumann boundary conditions on
ΓN to introduce the error rε = uε − u0 in the last integral of the above right-hand side. Note that the
identity (5.4) extends to the case of points x ∈ ∂Ω, x /∈ Σ ∪ {0} in the sense of traces, provided ε is small
enough, since all the quantities involved are smooth at such points.
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Next, we introduce the mapped potentials v0 := u0 ◦ T and vε := uε ◦ T . A change of variables in the
variational formulations of (5.2) reveals that v0 and vε are the unique H1(O) solutions to the problems

(5.5)


−div(A∇v0) = g in O,

v0 = 0 on ΓD,

(A∇v0) · n = 0 on Γ̂N ,

and


−div(A∇vε) = g in O,

vε = 0 on ΓD ∪ Dε,
(A∇vε) · n = 0 on Γ̂N \ Dε,

where g ∈ C∞(R2) and A ∈ C∞(R2,R2×2) are the smooth function and the matrix field defined by

(5.6) g(y) = |det(∇T (y))|f(T (y)) , and A(y) = |det(∇T (y))|γ(T (y))∇T (y)−1(∇T (y)t)−1.

Recalling the definition (5.1) of ωε, we now change variables in (5.4) and then rescale the resulting integral
to obtain

(5.7)

uε(x) = u0(x) +

∫
Dε

(A(y)∇sε(y)) · n(y)N(x, T (y)) ds(y)

= u0(x) +

∫
D1

ϕε(z)N(x, T (εz)) ds(z) ,

where we have introduced sε := vε − v0 = rε ◦ T , and the quantity

(5.8) ϕε(z) = ε(A∇sε · n)(εz) ∈ H̃−1/2(D1) .

The formula (5.7) leads us to study the asymptotic behavior of ϕε as ε→ 0.

Step 2. We characterize ϕε as the solution to an integral equation. To this end, we essentially repeat the
derivation of Step 1, except that we now use an approximate, explicit fundamental solution instead of the
function N(x, y).

For any symmetric, positive definite matrix A, and any x ∈ H, let LA(x, y) be a solution to the following
equation posed on the lower half-space H:

(5.9)

{
−divy(A∇yLA(x, y)) = δy=x in H ,
A∇yLA(x, y) · n(y) = 0 on ∂H .

The next lemma provides an explicit expression for such a function; its proof is postponed to the end of the
present section.

Lemma 5.1. Let A be a symmetric, positive definite 2× 2 matrix, and let M := A−1/2. Let G(x, y) be the
fundamental solution of the operator −∆ in the free space, defined in (2.3). The function

(5.10) LA(x, y) = |detM |
(
G(Mx,My) +G

(
Mx,My − 2y2

M−1e2

|M−1e2|2
))

, x 6= y,

satisfies the equation (5.9).

Remark 5.1. A straightforward calculation shows that, for x ∈ ∂H, y ∈ R2, y 6= x,

|Mx−My| =
∣∣∣∣Mx−My + 2y2

M−1e2

|M−1e2|2
∣∣∣∣ .

For a given point x ∈ H, we now consider the function y 7→ LA(x)(x, y) (by substituting A(x) for A in
(5.10)) which satisfies

(5.11)

{
−divy(A(x)∇yLA(x)(x, y)) = δy=x in H,
A(x)∇yLA(x)(x, y) · n(y) = 0 on ∂H.
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For a point x ∈ O, we obtain from (5.11) and integration by parts that

vε(x) = −
∫
O

divy(A(x)∇yLA(x)(x, y))vε(y) dy

= −
∫
∂O

A(x)∇yLA(x)(x, y) · n(y)vε(y) ds(y) +

∫
O
A(x)∇yLA(x)(x, y) · ∇vε(y) dy

= −
∫
∂O\U

A(x)∇yLA(x)(x, y) · n(y)vε(y) ds(y) +

∫
O

(A(x)−A(y))∇yLA(x)(x, y) · ∇vε(y) dy

+

∫
O
A(y)∇yLA(x)(x, y) · ∇vε(y) dy

= −
∫
∂O\U

A(x)∇yLA(x)(x, y) · n(y)vε(y) ds(y) +

∫
O

(A(x)−A(y))∇yLA(x)(x, y) · ∇vε(y) dy

+

∫
∂O

(A∇vε · n)(y) LA(x)(x, y) ds(y) +

∫
O
g(y)LA(x)(x, y) dy ,

where the third line follows from the equation (5.11) satisfied by LA(x)(x, y), and the fact that ∂O ∩ U =
∂H ∩ U . A similar calculation applied to v0 instead of vε yields

v0(x) = −
∫
∂O\U

A(x)∇yLA(x)(x, y) · n(y)v0(y) ds(y) +

∫
O

(A(x)−A(y))∇yLA(x)(x, y) · ∇v0(y) dy

+

∫
∂O

(A∇v0 · n)(y) LA(x)(x, y) ds(y) +

∫
O
g(y)LA(x)(x, y) dy .

Forming the difference of these identities, we get

sε(x) = −
∫
∂O\U

A(x)∇yLA(x)(x, y) · n(y)sε(y) ds(y) +

∫
O

(A(x)−A(y))∇yLA(x)(x, y) · ∇sε(y) dy

+

∫
ΓD

(A∇sε · n)(y) LA(x)(x, y) ds(y) +

∫
Dε

(A∇sε · n)(y) LA(x)(x, y) ds(y) .

Letting x tend to Dε, and invoking the boundary continuity of single layer potentials (as in the last term),
we obtain for a.e. x ∈ Dε

−v0(x) = −
∫
∂O\U

A(x)∇yLA(x)(x, y) · n(y)sε(y) ds(y) +

∫
O

(A(x)−A(y))∇yLA(x)(x, y) · ∇sε(y) dy

+

∫
ΓD

(A∇sε · n)(y) LA(x)(x, y) ds(y) +

∫
Dε

(A∇sε · n)(y) LA(x)(x, y) ds(y) .(5.12)

Rescaling the above equation, we finally obtain, for a.e. x ∈ D1

−v0(εx) = −
∫
∂O\U

A(εx)∇yLA(εx)(εx, y) · n(y)sε(y) ds(y)+

∫
O

(A(εx)−A(y))∇yLA(εx)(εx, y) · ∇sε(y) dy

+

∫
ΓD

(A∇sε · n)(y) LA(εx)(εx, y) ds(y) +

∫
D1

ϕε(z) LA(εx)(εx, εz) ds(z),

where ϕε ∈ H̃−1/2(D1) is the function (5.8) introduced in the course of Step 1. We recast this equation in
the form

(5.13) Tεϕε = −u0(0) + ηε ,

where Tε : H̃−1/2(D1)→ H1/2(D1) is the integral operator defined by

(5.14) Tεϕ(x) =

∫
D1

ϕ(z) LA(εx)(εx, εz) ds(z) ,
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and where the remainder ηε ∈ H1/2(D1) is given by

(5.15) ηε(x) =
(
u0(0)− v0(εx)

)
+

∫
∂O\U

A(εx)∇yLA(εx)(εx, y) · n(y)sε(y) ds(y)

−
∫
O

(A(εx)−A(y))∇yLA(εx)(εx, y) · ∇sε(y) dy −
∫

ΓD

(A∇sε · n)(y) LA(εx)(x, y) ds(y) .

Step 3. We infer the asymptotic behavior of ϕε from the analysis of the integral equation (5.13). The key
ingredients in this direction are the next two lemmas; for clarity, their proofs are postponed to the end of
this section.

Lemma 5.2. The quantity ηε ∈ H1/2(D1), defined in (5.15), satisfies

(5.16) ηε
ε→0−−−→ 0 strongly in H1/2(D1) .

Lemma 5.3. The following asymptotic expansion holds

sup
ϕ∈H̃−1/2(D1)

||ϕ||
H̃−1/2(D1)

≤1

∣∣∣∣∣∣∣∣ Tεϕ− 1

πγ(0)
(| log ε|+ α)

∫
D1

ϕ ds− 2

γ(0)
S1ϕ

∣∣∣∣∣∣∣∣
H1/2(D1)

ε→0−−−→ 0 ,

where α = 1
2 log γ(0) and S1 : H̃−1/2(D1)→ H1/2(D1) is the self-adjoint operator defined by

(5.17) S1ϕ(x) = − 1

2π

∫
D1

log |x− y|ϕ(y) ds(y), x ∈ D1 .

By use of these results, the integral equation (5.13) may be rewritten

(5.18) (| log ε|+ α)〈ϕε, 1〉+ 2πS1ϕε +Rεϕε = −πγ(0)u0(0) + πγ(0)ηε ,

where ηε converges to 0 strongly in H1/2(D1) and Rε : H̃−1/2(D1)→ H1/2(D1) is a sequence whose operator
norm converges to 0. The study of the approximate version (5.18) of our integral equation (5.13) is based
on yet another lemma, whose proof is also postponed.

Lemma 5.4.

(i) The operator S1 : H̃−1/2(D1)→ H1/2(D1) is invertible.

(ii) For ε > 0 small enough, the operator Vε : H̃−1/2(D1)→ H1/2(D1), defined by

Vεϕ = (| log ε|+ α)〈ϕ, 1〉+ 2πS1ϕ ,

is invertible with the uniformly bounded inverse

(5.19) V −1
ε g =

1

2π
S−1

1 g − (| log ε|+ α) 〈S−1
1 g, 1〉

2π + (| log ε|+ α) 〈S−1
1 1, 1〉

1

2π
S−1

1 1 ,

〈S−1
1 1, 1〉 = 2π/ log 2. In particular,

(5.20) 〈V −1
ε g, 1〉 =

〈S−1
1 g, 1〉

2π + (| log ε|+ α)〈S−1
1 1, 1〉 .

Since the operator norm of Rε : H̃−1/2(D1) → H1/2(D1) tends to 0, invoking (5.18), Lemma 5.4, and a

Neumann series for the solution of (5.18), we see that the function ϕε ∈ H̃−1/2(D1) satisfies

ϕε = −πγ(0)u0(0)V −1
ε 1 + V −1

ε η̃ε ,

for a sequence η̃ε converging to 0 strongly in H1/2(D1). In particular, there exists a constant C such that

(5.21) ||ϕε||H̃−1/2(D1) ≤ C .

Moreover, using (5.20), we calculate

(5.22)
〈ϕε, 1〉 = −πγ(0)u0(0)〈V −1

ε 1, 1〉+ 〈V −1
ε ηε, 1〉

= − π

| log ε|γ(0)u0(0) + o

(
1

| log ε|

)
,
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which is the needed information about ϕε for the following Step 4.

Step 4. We pass to the limit in the initial representation formula (5.7). Since x does not belong to Σ∪{0}, we
obtain from the estimate (5.21) and a Taylor expansion of the smooth function y 7→ N(x, y) in a neighborhood
of 0 ∣∣∣∣∫

D1

ϕε(z)(N(x, T (εz))−N(x, 0))ds(z)

∣∣∣∣ ≤ ||ϕε||H̃−1/2(D1)||N(x, T (ε·))−N(x, 0)||H1/2(D1)

≤ Cε ,

and so

uε(x) = u0(x) +

(∫
D1

ϕε(z)ds(z)

)
N(x, 0) +O(ε) .

Hence the desired expansion (5.3) follows from (5.22). �

We now provide the proofs of the missing links in the above analysis.

Proof of Lemma 5.1. We seek a function LA(x, y) that satisfies, for any point x ∈ H, and any smooth
function ψ ∈ C∞c (H),

(5.23) ψ(x) =

∫
H

A∇yLA(x, y) · ∇ψ(y) dy .

Introducing the symmetric, positive definite matrix M ∈ R2×2 for which M−2 = A, we may write the latter
requirement as follows

∀ψ ∈ C∞c (H), ψ(x) =

∫
H

(M−1∇yLA(x, y)) · (M−1∇ψ(y)) dy .

Changing variables and using test functions ψ ∈ C∞c (H) of the form ψ(y) = ψ̃(My), ψ̃ ∈ C∞c (MH), we
arrive at

∀x ∈MH, ∀ψ̃ ∈ C∞c (MH), ψ̃(x) =

∫
MH

|detM−1| ∇z(LA(M−1x,M−1z)) · ∇ψ̃(z) dz .

Therefore, it suffices that the function (x, y) 7→ 1
| detM |LA(M−1x,M−1y) be a Neumann function for the

Laplacian on the rotated half-space MH. Such a function can easily be constructed by reflection – more
precisely

(5.24)
1

|detM |LA(M−1x,M−1y) = G(x, y) +G(x, sM (y)),

where

sM (y) := y − 2

(
y · M

−1e2

|M−1e2|

)
M−1e2

|M−1e2|
is the symmetric image of a point y ∈ MH with respect to the hyperplane ∂(MH) (whose unit normal

vector equals M−1e2
|M−1e2| ). The desired expression (5.10) for LA(x, y) follows immediately.

�

We next turn to the proof of Lemma 5.2 concerning the remainder ηε.

Proof of Lemma 5.2. The definition of ηε as the right-hand side of (5.15) features four terms, which we
denote by Iiε(x), i = 1, . . . , 4, respectively. We prove that each of these converges to 0 strongly in H1/2(D1).

First, using the smoothness of v0 near the point 0 together with the fact that v0(0) = u0(0), we get

(5.25) I1
ε (x) := u0(0)− v0(εx)

ε→0−−−→ 0 strongly in H1/2(D1) .

Secondly, the term

(5.26) I2
ε (x) :=

∫
∂O\U

A(εx)∇yLA(εx)(εx, y) · n(y)sε(y) ds(y)
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is an integral over the set ∂O\U , which lies “far” from Dε. Since the function (x, y) 7→ A(εx)∇yLA(εx)(εx, y)

is smooth for x ∈ D1 and y ∈ ∂O \ U (uniformly with respect to ε), and since sε → 0 strongly in H1(O) by
virtue of Lemma 3.2 ( Remark 3.1) and (2.15), it follows easily that I2

ε (x)→ 0 strongly in H1/2(D1).
For the very same reason, the term

(5.27) I4
ε (x) := −

∫
ΓD

(A∇sε · n)(y) LA(εx)(x, y) ds(y)

also converges to 0 strongly in H1/2(D1). Finally, we consider the term

(5.28) I3
ε (x) := −

∫
O

(A(εx)−A(y))∇yLA(εx)(εx, y) · ∇sε(y) dy .

Using Lemma 5.1 and the subsequent Remark 5.1, we see that, for x ∈ D1 and y ∈ O,

∇yLA(εx)(εx, y) =
−1

π
√

det(A(εx))

M2(εx)(y − εx)

|M(εx)(y − εx)|2 .

As the matrix field A(y) is smooth, there exists a constant C > 0 such that:

∀x ∈ D1, y ∈ O, ||A(εx)−A(y)|| ≤ C|εx− y| ,
where || · || denotes any matrix norm. We then estimate

(5.29) |I3
ε (x)| ≤ C

∫
O
|∇sε(y)| dy ≤ C||sε||H1(O) .

Invoking again Lemma 3.2 (Remark 3.1) and (2.15), we conclude that

|I3
ε (x)| ε→0−−−→ 0 uniformly in x ∈ D1 ,

which implies, in particular, the strong L2(D1) convergence of I3
ε to 0. It remains to prove that I3

ε converges
to 0 strongly in H1/2(D1). To this end, we return to the formula Section 5.1, which reads

I3
ε

(x
ε

)
= −sε(x)−

∫
∂O\U

A(x)∇yLA(x)(x, y) · n(y)sε(y) ds(y) +

∫
ΓD

(A∇sε · n)(y) LA(x)(x, y) ds(y)

+

∫
Γ̂N

(A∇sε · n)(y) LA(x)(x, y) ds(y), x ∈ Dε ,

where we have taken advantage of the fact that A∇sε ·n belongs to H̃−1/2(Dε) (and vanishes in Γ̂N \Dε) to

express the last integral in the above right-hand side as an integral on the whole set Γ̂N . Using the mapping
properties of the integral operator with kernel LA(x)(x, y) (see Theorem D.1), we obtain∣∣∣I3

ε

( ·
ε

)∣∣∣
H1/2(Dε)

≤ C||sε||H1(O) ,

where we recall the definition (2.1) of the semi-norm | · |H1/2(Dε). Changing variables in the definition of this
semi-norm to rescale the above left-hand side, we now get∣∣I3

ε

∣∣
H1/2(D1)

≤ C||sε||H1(O) .

We conclude from Lemma 3.2 ( Remark 3.1) and (2.15), that
∣∣I3
ε

∣∣
H1/2(D1)

→ 0. Finally, as we already know

that I3
ε converges to 0 strongly in L2(D1), it follows that I3

ε converges to 0 strongly in H1/2(D1), which
completes the proof of the lemma. �

We next turn to the proof of the approximation Lemma 5.3.

Proof of Lemma 5.3. Let D ⊂ R2 be a smooth bounded domain, whose boundary ∂D is a closed curve

containing D1 as a subset. Since H̃−1/2(D1) is the space of distributions in D1 whose extension by 0 to ∂D
belongs to H−1/2(∂D), and since H1/2(D1) is the space of restrictions to D1 of elements from H1/2(∂D) (see
Section 2.1), it is enough to prove that the asymptotic formula in the statement of Lemma 5.3 holds when
all the operators at play are seen as operators from H−1/2(∂D) into H1/2(∂D).
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To this end, let us first simplify the expression (5.10) for the function LA(εx)(εx, εy) featured in the
definition (5.14) of the operator Tε

∀x, y ∈ D1, x 6= y, LA(εx)(εx, εy) =
−1

π
√
|detA(εx)|

log |M(εx)(εx− εy)| .

The matrix field A is given by (5.6), and its definition readily implies that A(εx) tends to γ(0)I in Ck(V )
for any integer k ≥ 0 and any relatively compact open neighborhood V of 0 in R2. Hence, Tε may be
decomposed as:

(5.30) Tεϕ =
1

πγ(0)
(| log ε|+ α)

∫
D1

ϕ ds+
2

γ(0)
S1ϕ

+

(
1

π
√
|detA(εx)|

− 1

πγ(0)

)
(| log ε|+ α)

∫
D1

ϕ ds+ TKεϕ ,

where TKε is the integral operator with kernel Kε(x, x− y), and Kε is given by

Kε(x, z) :=
1

πγ(0)
log |z| − 1

π
√
|detA(εx)|

log
∣∣∣√γ(0)M(εx)z

∣∣∣ .
The first two terms in the right-hand side of (5.30) correspond to the desired limiting behavior for Tε, and
the third term is easily seen to converge to 0 as an operator from H−1/2(∂D) into H1/2(∂D). We then
focus on the operator TKε . It is easy to verify that Kε is a homogeneous kernel of class −1 in the sense of
Definition D.1. Hence, Theorem D.1 implies that TKε maps H−1/2(∂D) into H1/2(∂D). Note that we may
modify Kε, in such a way that it vanishes outside a sufficently large compact set (since the definition of TKε
only involves values Kε(x, x− y) for x, y ∈ ∂D). With this modification we have

sup
|α|≤k
|β|≤k

sup
x∈Rd

sup
|z|=1

∣∣∣∣ ∂α∂xα ∂β

∂zβ
Kε(x, z)

∣∣∣∣ ε→0−−−→ 0 ,

for any integer k. In view of Theorem D.1, TKε converges to 0 in the operator norm

sup
ϕ∈H−1/2(∂D)

||ϕ||
H−1/2(∂D)

≤1

||TKεϕ||H1/2(∂D)
ε→0−−−→ 0 ,

which finishes the proof. �

Proof of Lemma 5.4. Proof of (i). Let D ⊂ R2 be a smooth bounded domain, whose boundary ∂D is a
closed curve containing D1 as a subset. We also introduce another bounded Lipschitz domain V ⊂ R2 such
that D b V , and a smooth cut-off function χ ∈ C∞c (R2) such that χ ≡ 1 on a neighborhood of D and χ ≡ 0
on R2 \ V .

The proof follows an idea in [62, 63]; it relies on the connection between S1 and the single layer potential
SD : H−1/2(∂D)→ H1

loc(R2) associated with D, as defined in (2.4). More precisely

∀ϕ ∈ H̃−1/2(D1), S1ϕ = (SDϕ)|D1 ,

where the density ϕ in the right hand side is extended by 0 outside D1. We first show that S1 : H̃−1/2(D1)→
H1/2(D1) is a Fredholm operator with index 0 by adapting the argument of the proof of Th. 7.6 in [49]. The
classical mapping properties of the single layer potential SD imply that there exists a constant C > 0 such

that for any density ϕ ∈ H̃−1/2(D1), the associated potential u = SDϕ ∈ H1
loc(R2) satisfies

||χu||H1(R2) ≤ C||ϕ||H−1/2(∂D) .

Conversely, we infer from the jump relations (2.6) of the single layer potential that

(5.31) ||ϕ||H−1/2(∂D) =

∣∣∣∣∣∣∣∣∂(χu)+

∂n
− ∂(χu)−

∂n

∣∣∣∣∣∣∣∣
H−1/2(∂D)

≤ C||χu||H1(R2) .
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Now, using again (2.6) together with integration by parts, we obtain that, for ϕ ∈ H̃−1/2(D1),

〈S1ϕ,ϕ〉 =

∫
∂D

SDϕ ϕ ds =

∫
∂D

χu

(
∂(χu)+

∂n
− ∂(χu)−

∂n

)
ds

= −
∫
R2

|∇(χu)|2 dx−
∫
R2\D

∆(χu)χu dx

= −
∫
R2

|∇(χu)|2 dx−
∫
R2\D

(
∆χu+ 2∇χ · ∇u

)
χu dx

= −
∫
R2

|∇(χu)|2 dx−
∫
R2\D

(
χ(∆χ)u2 + 2u∇χ · ∇(χu)− 2u2|∇χ|2

)
dx ,

which we rewrite as

(5.32)

∫
R2

|∇(χu)|2 dx = −〈S1ϕ,ϕ〉 −
∫
R2\D

(
χ(∆χ)u2 + 2u∇χ · ∇(χu)− 2u2|∇χ|2

)
dx .

The Cauchy-Schwarz inequality (and rearrangement) now implies the existence of a constant C such that

||∇(χu)||2L2(R2)2 ≤ C
(
||S1ϕ||H1/2(D1)||ϕ||H̃−1/2(D1) + ||u||2L2(V )

)
.

A combination with (5.31), and insertion of u = SDϕ, yields the existence of a constant C such that, for

arbitrary ϕ ∈ H̃−1/2(D1) (extended by 0 outside D1)

(5.33) ||ϕ||H̃−1/2(D1) = ||ϕ||H−1/2(∂D) ≤ C
(
||S1ϕ||H1/2(D1) + ||SDϕ||L2(V )

)
.

Since the mapping H−1/2(∂D) 3 ϕ 7→ SDϕ ∈ H1(V ) is continuous and the injection H1(V ) → L2(V )
is compact, an application of Peetre’s Lemma B.1 to (5.33) reveals that S1 has finite dimensional kernel

Ker(S1) ⊂ H̃−1/2(D1), and closed range Ran(S1) ⊂ H1/2(D1). Finally, since S1 is self-adjoint, it follows that

Ker(S1) = Ran(S1)⊥, and so Ran(S1) = Ker(S1)⊥ .

In summary S1 is a Fredholm operator with index 0.

In order to prove that S1 is invertible, it thus suffices to prove that it is injective on H̃−1/2(D1). To

this end, let ϕ ∈ H̃−1/2(D1) be such that S1ϕ = 0 on D1. We assume first that ϕ has mean 0, that is
〈ϕ, 1〉 =

∫
∂D

ϕ ds = 0. Then, the associated single layer potential SDϕ : R2 → R satisfies the decay property

(5.34) |SDϕ(x)| = O
(

1

|x|

)
as |x| → ∞;

see (2.9). From the same integration by parts which led to (5.32) (and which can now be carried out without
introducing a cut-off function χ because of the decay property (5.34)), we obtain

(5.35) 〈S1ϕ,ϕ〉 = 0 = −
∫
R2

|∇(SDϕ)|2 dx,

and so SDϕ = 0 on R2. As a result,

ϕ =
∂(SDϕ)+

∂n
− ∂(SDϕ)−

∂n
= 0 on ∂D,

as desired. Finally, let us consider the general case where S1ϕ = 0 but 〈ϕ, 1〉 does not necessarily vanish.

From Proposition C.1, the function ϕc ∈ H̃−1/2(D1) defined by:

ϕc(x1) =
1

π
√

1− x2
1

is such that:

〈ϕc, 1〉 = 1, and S1ϕc =
log 2

2π
on D1.

Hence, the element ϕ0 ∈ H̃−1/2(D1) defined by:

ϕ0 = ϕ− 〈ϕ, 1〉ϕc,
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satisfies the following properties:

〈ϕ0, 1〉 = 0 and S1ϕ0 = −〈ϕ, 1〉S1ϕc = − log 2

2π
〈ϕ, 1〉,

so that 〈S1ϕ0, ϕ0〉 = 0. The same calculation as in (5.35) reveals that ϕ0 = 0, and so ϕ = 〈ϕ, 1〉ϕc.
Eventually, since S1ϕ = 0, we obtain 〈ϕ, 1〉 = 0, so that ϕ = 0, as desired.

Proof of (ii). Both formulas (5.19) and (5.20) follow from simple calculations. �

Remark 5.2. A significantly simpler proof of Theorem 5.1 can be given, under the additional assumption
that the boundary ∂Ω is completely flat in a fixed neighborhood U of the ωε (i.e. ∂Ω∩U = ∂H ∩U) and that
the conductivity γ is constant in such a neighborhood.

5.2. Adaptation to the three-dimensional case

We proceed with the three-dimensional version of the general problem described at the beginning of this
section: the background and perturbed potentials u0 and uε are still characterized by the equations (5.2),
and we look for the asymptotic expansion of uε as the size ε of the subset ωε ⊂ ∂Ω, defined by (5.1), vanishes.

The counterpart of Theorem 5.1 is the following. Since the proof is quite similar in most aspects, we only
elaborate on the differences.

Theorem 5.2. The following asymptotic expansion holds at any point x ∈ Ω, x /∈ Σ ∪ {0}:
uε(x) = u0(x)− 4εγ(0)u0(0)N(x, 0) + o(ε) .

Proof. As in the two-dimensional case, we introduce the transported functions v0 := u0 ◦T and vε := uε ◦T .
These are characterized as the unique H1(O) solutions to the problems in (5.5), which feature the smooth
matrix field A ∈ C∞(R3,R3×3) and source term g ∈ C∞(R3) defined as in (5.6). We also introduce the error
rε := uε − u0 ∈ H1(Ω) and its transformed version sε := vε − v0 ∈ H1(O). The proof of the theorem again
proceeds in four steps.

Step 1. We construct a representation formula for uε in terms of the values of rε inside ωε. Arguing as in
the first step of the proof of Theorem 5.1, we prove that, for any point x ∈ Ω

uε(x) = u0(x) +

∫
ωε

γ(y)
∂rε
∂ny

(y)N(x, y) ds(y) ,

an identity which also holds for x ∈ ∂Ω in the sense of traces in H1/2(∂Ω). Performing a change of variables
based on the diffeomorphism T we arrive at

(5.36) uε(x) = u0(x) +

∫
D1

ϕε(z)N(x, T (εz)) ds(z) ,

where the rescaled density ϕε is given by

ϕε(z) = ε2(A∇sε · n)(εz) ∈ H̃−1/2(D1) .

Step 2. We characterize ϕε as the solution to an integral equation. To this end, again, we rely on a variant of
the representation formula (5.36) adapted to the function vε, and obtained with the use of a special function
y 7→ LA(x)(x, y) which satisfies, for given x ∈ H

(5.37)

{
−divy(A(x)∇yLA(x)(x, y)) = δy=x in H,
A(x)∇yLA(x)(x, y) · n(y) = 0 on ∂H.

The construction of such a function is accomplished exactly as in the two-dimensional case; see (5.9) and
Lemma 5.1. The same calculations as in Step 2 of the proof of Theorem 5.1 then yield, for a.e. x ∈ Dε

−v0(x) = −
∫
∂O\U

A(x)∇yLA(x)(x, y) · n(y)sε(y) ds(y) +

∫
O

(A(x)−A(y))∇yLA(x)(x, y) · ∇sε(y) dy

+

∫
ΓD

(A∇sε · n)(y) LA(x)(x, y) ds(y) +

∫
Dε

(A∇sε · n)(y) LA(x)(x, y) ds(y) ,(5.38)
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which, after rescaling, reads

−v0(εx) = −
∫
∂O\U

A(εx)∇yLA(εx)(εx, y) · n(y)sε(y) ds(y)+

∫
O

(A(εx)−A(y))∇yLA(εx)(εx, y) · ∇sε(y) dy

+

∫
ΓD

(A∇sε · n)(y) LA(εx)(εx, y) ds(y) +

∫
D1

ϕε(z) LA(εx)(εx, εz) ds(z) ,

for a.e. x ∈ D1. This can be recast in the form of an integral equation

(5.39) Tεϕε = −u0(0) + ηε ,

where the operator Tε : H̃−1/2(D1)→ H1/2(D1) is defined by

Tεϕ(x) =

∫
D1

ϕ(z) LA(εx)(εx, εz) ds(z) ,

and ηε ∈ H1/2(D1) denotes the remainder

(5.40) ηε(x) = u0(0)− v0(εx) +

∫
∂O\U

A(εx)∇yLA(εx)(εx, y) · n(y)sε(y) ds(y)

−
∫
O

(A(εx)−A(y))∇yLA(εx)(εx, y) · ∇sε(y) dy −
∫

ΓD

(A∇sε · n)(y) LA(εx)(εx, y) ds(y) .

Step 3. We analyze the integral equation (5.39) to obtain information about the asymptotic behavior of
ϕε. To this end, we rely on the following two lemmata, which are the exact counterparts of Lemma 5.2 and
Lemma 5.3 in the present 3d situation; their proofs are outlined at the end of this section.

Lemma 5.5. The remainder term ηε ∈ H1/2(D1), defined in (5.40), satisfies

(5.41) ηε
ε→0−−−→ 0 weakly in H1/2(D1) .

Lemma 5.6. The following asymptotic expansion holds

(5.42) sup
ϕ∈H̃−1/2(D1)

||ϕ||
H̃−1/2(D1)

≤1

ε

∣∣∣∣∣∣∣∣Tεϕ− 2

εγ(0)
S1ϕ

∣∣∣∣∣∣∣∣
H1/2(D1)

ε→0−−−→ 0 ,

where the operator S1 : H̃−1/2(D1)→ H1/2(D1) is defined by

(5.43) S1ϕ(x) =
1

4π

∫
D1

1

|x− y|ϕ(y) ds(y), x ∈ D1 .

Using this result in combination with the integral equation (5.39), we see that the function ϕε ∈ H̃−1/2(D1)
satisfies the integral equation

(5.44) S1ϕε +Rεϕε = −ε
2
γ(0)u0(0) +

εγ(0)

2
ηε ,

where Rε : H̃−1/2(D1)→ H1/2(D1) is a sequence of operators whose norms converge to 0 and the sequence
ηε converges to 0 weakly in H1/2(D1). The study of this approximate version of our integral equation (5.39)
relies on the following lemma, whose proof is also postponed.

Lemma 5.7. The operator S1 : H̃−1/2(D1)→ H1/2(D1) is invertible.

It then follows from (5.44), Lemma 5.7, and the use of a Neumann series, that the function ϕε ∈ H̃−1/2(D1)
satisfies:

ϕε = −ε
2
γ(0)u0(0)S−11 + εη̃ε ,

where η̃ε is a sequence converging to 0 weakly inH1/2(D1), and S−1
1 1 is the equilibrium distribution associated

with the operator S1, which is explicitly given by (C.1) in Proposition C.1 of the appendix. In particular,
we infer from (C.2) that

(5.45) 〈ϕε, 1〉 = −4εγ(0)u0(0) + o (ε) ,
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which is the needed information about ϕε for the next step.

Step 4. We pass to the limit in the representation formula (5.36), which is valid for any point x ∈ Ω,
x /∈ Σ ∪ {0}. Arguing as in the final step of the proof of Theorem 5.1, we obtain

uε(x) = u0(x) +

∫
D1

ϕε(z)N(x, 0) ds(z) + o(ε) ,

and the result follows from (5.45). �

We now provide a few details about the missing ingredients in the above proof.

Proof of Lemma 5.5. As in the proof of Lemma 5.2, we denote the four terms in the right-hand side of (5.40)
by Iiε(x), i = 1, . . . , 4. The exact same arguments as in the two-dimensional case show that I1

ε , I2
ε and I4

ε

converge to 0 strongly in H1/2(D1), and we focus on the treatment of the last term

(5.46) I3
ε (x) := −

∫
O

(A(εx)−A(y))∇yLA(εx)(εx, y) · ∇sε(y) dy .

From the explicit expression for the function LA(εx) supplied by Lemma 5.1 and Remark 5.1, a simple
calculation yields, for x ∈ D1

∇yLA(εx)(εx, y) =
−1

2π
√

det(A(εx))

M2(εx)(y − εx)

|M(εx)(y − εx)|3 .

Hence, using the Cauchy-Schwarz inequality and a switch to polar coordinates, we obtain

|I3
ε (x)| ≤ C

∫
O

1

|εx− y| |∇sε(y)| dy

≤ C

(∫
O

1

|εx− y|2 dy

)1/2

||sε||H1(O)

≤ C||sε||H1(O) .

Invoking Lemma 3.2 ( Remark 3.1) about the asymptotic behavior of sε together with the estimate (2.15),
we conclude that

|I3
ε (x)| ε→0−−−→ 0 uniformly in x ∈ D1 ,

and in particular,

(5.47) ||I3
ε ||L2(D1) → 0 .

Let us now consider the H1/2(D1) convergence of I3
ε . To this end, we return to the formula Section 5.2,

which we rewrite

I3
ε

(x
ε

)
= −sε(x)−

∫
∂O\U

A(x)∇yLA(x)(x, y) · n(y)sε(y) ds(y) +

∫
ΓD

(A∇sε · n)(y) LA(x)(x, y) ds(y)

+

∫
Γ̂N

(A∇sε · n)(y) LA(x)(x, y) ds(y), x ∈ Dε .

This identity, and the mapping properties of the integral operator with kernel LA(x)(x, y) stated in Theo-
rem D.1 readily imply that ∣∣∣I3

ε

( ·
ε

)∣∣∣
H1/2(Dε)

≤ C||sε||H1(O) .

After a change of variables in the semi-norm | · |H1/2(Dε), the above estimate yields

ε
1
2 |I3

ε |H1/2(D1) ≤ C||sε||H1(O) ,

and since ||sε||H1(O) ≤ Cε
1
2 as a consequence of Lemma 3.2 ( Remark 3.1) and (2.15), it follows that the

function I3
ε is bounded in H1/2(D1). Hence, up to a subsequence, it converges to a limit weakly in H1/2(D1),

which is necessarily 0 by virtue of (5.47). Finally, by uniqueness of the weak limit (that is, regardless of the
chosen subsequence for the weak H1/2(D1) convergence of I3

ε ), the whole sequence I3
ε converges to 0 weakly

in H1/2(D1), which completes the proof. �

We next turn to the proof of the approximation Lemma 5.6.
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Proof of Lemma 5.6. Let D ⊂ R3 be a smooth bounded domain whose boundary contains D1. The kernel
LA(εx)(εx, εy) of the operator Tε reads, for x, y ∈ D1, x 6= y

LA(εx)(εx, εy) =
1

2πε
√
|detA(εx)|

1

|M(εx)(x− y)| ,

see (5.10). Let us now recall from (5.6) that the matrix field A(εx) tends to γ(0)I in Ck(V ) for any integer
k ≥ 0 and any open, relatively compact neighborhood V of 0 in R3. Tε may be decomposed as

Tεϕ =
2

εγ(0)
S1ϕ+ TKεϕ ,

where TKε is defined as the integral operator with kernel Kε(x, x− y), and Kε denotes the following homo-
geneous kernel of class −1, in the sense of Definition D.1,

Kε(x, z) :=
1

2πε
√

det(A(εx))

1

|M(εx)z| −
1

2πεγ(0)|z| .

According to Theorem D.1, this operator maps H−1/2(∂D) into H1/2(∂D). For any integer k ≥ 0, we
furthermore have

sup
|α|≤k
|β|≤k

sup
x∈Rd

sup
|z|=1

∣∣∣∣ ∂α∂xα ∂β

∂zβ
Kε(x, z)

∣∣∣∣ ε→0−−−→ 0 .

Here we have, again, “cut off” Kε outside a sufficiently large compact set. In light of Theorem D.1, this
limiting behaviour implies that TKε converges to 0 as an operator from H−1/2(∂D) into H1/2(∂D), and so

as an operator from H̃−1/2(D1) into H1/2(D1), which is the desired result. �

Sketch of proof of Lemma 5.7. The proof is very similar to that of Lemma 5.4, and we only point out the
differences. Repeating mutatis mutandis the argument presented in the two-dimensional case, one sees that
the operator S1 is still Fredholm with index 0, and so, it suffices to prove that it is injective. To achieve this,

let φ ∈ H̃−1/2(D1) be a density such that S1φ = 0, and let u = SDφ ∈ H1
loc(R3) be the associated potential.

Because of the decay properties at infinity (2.8) of the single layer potential in three space dimensions (which
hold even if 〈ϕ, 1〉 6= 0), an integration by parts similar to that which led to (5.32), reveals that

0 = 〈S1φ, φ〉 = −
∫
R3

|∇u|2 dx .

Hence u is constant on R3. Since |u(x)| → 0 as |x| → ∞, it follows that u vanishes identically, and so does

φ = −
(
∂u
∂n

+ − ∂u
∂n

−)
. This shows the injectivity (and thus the bijectivity) of S1. �

6. An explicit asymptotic formula for the case of substituting Neumann conditions

This section exemplifies the general physical setting of Section 4: we consider a smooth, bounded domain
Ω in Rd, whose boundary is made of two disjoint, open Lipschitz subregions ΓD, ΓN : ∂Ω = ΓD ∪ ΓN . Σ
denotes the interface between ΓD and ΓN . The geometric setting is exactly as in Section 5, only with the
roles of ΓD and ΓN interchanged. The vanishing subset ωε ⊂ ΓD is of the same nature as in (5.1): it is the
image of the planar disk Dε with radius ε around 0 by the smooth diffeomorphism T that maps the domain

O (whose boundary is flat in a fixed neighborhood U of 0) onto Ω. We also denote Γ̂D = T−1(ΓD) and we
assume for convenience that T coincides with the identity mapping far from 0, so that T−1(ΓN ) = ΓN . The
background potential and the perturbed potential, u0 and uε, respectively, are the solutions to the equations

(6.1)


−div(γ∇u0) = f in Ω,

u0 = 0 on ΓD,

γ ∂u0

∂n = 0 on ΓN ,
and


−div(γ∇uε) = f in Ω,

uε = 0 on ΓD \ ωε,
γ ∂uε∂n = 0 on ΓN ∪ ωε.

Our aim is to derive a precise first order asymptotic expansion of uε when ε→ 0. In order to emphasize the
similarity of this study with that conducted in Section 5, we use the same notation whenever possible. Our
main result is the following.
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Theorem 6.1. Let d = 2 or 3 and let x ∈ Ω, x /∈ Σ ∪ {0}. One has the asymptotic expansion

uε(x) = u0(x) + adε
dγ(0)

∂u0

∂n
(0)

∂N

∂ny
(x, 0) + o(εd) ,

where the constant ad is given by

ad =

{
π
2 if d = 2,
1
3 if d = 3.

Sketch of the proof. As in the proof of (5.3), we proceed in four steps, introducing the difference rε :=
uε − u0 ∈ H1(Ω).

Step 1. We construct a representation formula for uε which only involves the values of rε inside ωε, and the
fundamental solution N(x, y) to the background equation in (6.1).

To this end, let x ∈ Ω be arbitrary; using the definition of N(x, y) and integrating by parts twice, we
obtain

uε(x) = −
∫

Ω

divy(γ(y)∇yN(x, y))uε(y) dy

= −
∫
∂Ω

γ(y)
∂N

∂ny
(x, y)uε(y) ds(y) +

∫
Ω

γ(y)∇yN(x, y) · ∇uε(y) dy

= −
∫
ωε

γ(y)
∂N

∂ny
(x, y)uε(y) ds(y) +

∫
Ω

f(y)N(x, y) dy ,

where the last line follows from the facts that

γ(y)
∂N

∂n
(x, y) = γ(y)

∂uε
∂n

(y) = 0 for y ∈ ΓN , N(x, y) = 0 for y ∈ ΓD and uε(y) = 0 for y ∈ ΓD \ ωε .
Using that uε = uε − u0 = rε on ωε in the previous equation, we get for x ∈ Ω

(6.2) uε(x) = u0(x)−
∫
ωε

γ(y)
∂N

∂ny
(x, y)rε(y) ds(y) .

The above identity also holds for x ∈ Ω, x /∈ Σ ∪ {0} provided ε is small enough, since all the quantities
involved are smooth in a neighborhood of such points.

Next, we introduce the transformed potentials v0 := u0 ◦ T and vε := uε ◦ T on the domain O. A change
of variables in the variational formulations for (6.1) reveals that v0 and vε are the unique H1(O) solutions
to the equations

(6.3)


−div(A∇v0) = g in O,

v0 = 0 on Γ̂D,
(A∇v0) · n = 0 on ΓN ,

and


−div(A∇vε) = g in O,

uε = 0 on Γ̂D \ Dε,
(A∇vε) · n = 0 on ΓN ∪ Dε,

where g ∈ C∞(Rd) and A ∈ C∞(Rd,Rd×d) are the smooth function and the matrix field defined by

(6.4) g = |det(∇T (y))|f(T (y)), and A(y) = |det(∇T (y))|γ(T (y))∇T (y)−1(∇T (y)t)−1 .

Changing variables in the integral featured in (6.2) and rescaling, we arrive at

(6.5) uε(x) = u0(x)−
∫
D1

γ(T (εy))
∂N

∂ny
(x, T (εy))ϕε(y) ds(y) ,

where we have introduced the function sε := rε ◦ T , and the quantity ϕε ∈ H̃1/2(D1) defined by

(6.6) ϕε(y) = εd−1sε(εy) .

This is the desired representation formula.

Step 2. We characterize ϕε as the solution to an integral equation. This arises from a representation formula
for uε which differs slightly from (6.5): it is obtained by repeating the derivation of Step 1, except that a
different, explicit fundamental solution LA(x)(x, y) is used in place of N(x, y). For any symmetric, positive
definite matrix A, and any x ∈ H, let LA(x, y) be a solution to the following boundary value problem posed
on the lower half-space H

(6.7)

{
−divy(A∇yLA(x, y)) = δy=x in H,

LA(x, y) = 0 on ∂H.
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An explicit formula for one such function is provided by the next lemma, whose proof is completely analogous
to that of Lemma 5.1 and is therefore omitted.

Lemma 6.1. Let A be a symmetric, positive definite d× d matrix, and let M := A−1/2. Let G(x, y) be the
fundamental solution of the operator −∆ in free space, cf. (2.3). The function LA(x, y) defined by

(6.8) LA(x, y) = |detM |
(
G(Mx,My)−G(Mx,My − 2yd

M−1ed
|M−1ed|2

)
, x 6= y ,

satisfies (6.7).

For a point x ∈ O, we obtain from two successive integrations by parts

vε(x) = −
∫
O

divy(A(x)∇yLA(x)(x, y))vε(y) dy

= −
∫
∂O

A(x)∇yLA(x)(x, y) · n(y)vε(y) ds(y) +

∫
O

(A(x)−A(y))∇yLA(x)(x, y) · ∇vε(y) dy

+

∫
∂O

(A∇vε · n)(y) LA(x)(x, y) ds(y) +

∫
O
g(y)LA(x)(x, y) dy .

The same calculation based on the function v0, instead of vε, yields

v0(x) = −
∫
∂O

A(x)∇yLA(x)(x, y) · n(y)v0(y) ds(y) +

∫
O

(A(x)−A(y))∇yLA(x)(x, y) · ∇v0(y) dy

+

∫
∂O

(A∇v0 · n)(y) LA(x)(x, y) ds(y) +

∫
O
g(y)LA(x)(x, y) dy .

Forming the difference between these identities, and using the boundary conditions for v0 and vε we obtain

(6.9) sε(x) = −
∫

ΓN

A(x)∇yLA(x)(x, y) · n(y)sε(y) ds(y) +

∫
O

(A(x)−A(y))∇yLA(x)(x, y) · ∇sε(y) dy

+

∫
∂O\U

(A∇sε · n)(y) LA(x)(x, y) ds(y)−
∫
Dε
A(x)∇yLA(x)(x, y) · n(y)sε(y) ds(y).

We now wish to take the trace of a co-normal derivative of the above identity on Dε. This is possible owing
to the next lemma, whose proof is postponed to the end of this section.

Lemma 6.2. Let us define the operator Mε : H̃1/2(Dε)→ H1(O) by

Mεϕ(x) =

∫
Dε
A(x)∇yLA(x)(x, y) · n(y)ϕ(y) ds(y) .

There exists a constant C, depending only on the matrix field A(x) and the domain O such that, for all

ϕ ∈ H̃1/2(Dε),
||Mεϕ||H1(O) + ||divx(A(x)∇x(Mεϕ))||L2(O) ≤ C||ϕ||H̃1/2(Dε) .

Using this lemma we obtain the following identity between elements of H−1/2(Dε):

−A(x)∇v0(x) · n(x) = −
∫

ΓN

A(x)∇x
(
A(x)∇yLA(x)(x, y) · n(y)

)
· n(x) sε(y) ds(y)

+A(x)∇
(∫
O

(A(x)−A(y))∇yLA(x)(x, y) · ∇sε(y) dy

)
· n(x)(6.10)

+

∫
∂O\U

(A∇sε · n)(y)A(x)∇x(LA(x)(x, y)) · n(x) ds(y)

−
∫
Dε

(
A(x)∇x

(
A(x)∇yLA(x)(x, y) · n(y)

)
· n(x)

)
sε(y) ds(y) .

We rewrite the latter as

(6.11) −A(x)∇v0(x) · n(x) = R1
ε(x) +A(x)∇Kε(x) · n(x) +R2

ε(x)−
∫
Dε
P (x, y) sε(y) ds(y) ,
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where we have defined the following quantities on Dε

(6.12) R1
ε(x) := −

∫
ΓN

A(x)∇x
(
A(x)∇yLA(x)(x, y) · n(y)

)
· n(x) sε(y) ds(y) ,

Kε(x) :=

∫
O

(A(x)−A(y))∇yLA(x)(x, y) · ∇sε(y) dy ,

R2
ε(x) :=

∫
∂O\U

(A∇sε · n)(y)A(x)∇x(LA(x)(x, y)) · n(x) ds(y) ,

and the kernel

(6.13) P (x, y) := A(x)∇x(A(x)∇yLA(x)(x, y) · n(y)) · n(x) , x, y ∈ Dε .

Rescaling (6.11), we finally arrive at the following integral equation on D1

(6.14) Tεϕε = γ(0)
∂u0

∂n
(0) + ηε,

where the unknown ϕε ∈ H̃1/2(D1) is the quantity introduced in (6.6), the operator Tε : H̃1/2(D1) →
H−1/2(D1) is defined by

(6.15) Tεϕ(x) =

∫
D1

ϕ(z) P (εx, εz) ds(z) ,

and the remainder ηε ∈ H−1/2(D1) is given by

(6.16) ηε(x) =
(

(A∇v0 · n)(εx)− γ(0)
∂u0

∂n
(0)
)

+R1
ε(εx) +R2

ε(εx) + (A∇Kε · n)(εx) .

Step 3. We study the integral equation (6.14) to obtain information about the limiting behavior of ϕε as
ε→ 0. To this end, we estimate the remainder ηε and we approximate the operator Tε; this is possible due
to the following lemmata, whose proofs are detailed at the end of this section.

Lemma 6.3. The remainder term ηε ∈ H−1/2(D1) defined in (6.16) satisfies

(6.17) ηε
ε→0−−−→ 0 weakly in H−1/2(D1) .

Lemma 6.4. The operator Tε in (6.15) satisfies the following expansion

(6.18) sup
ϕ∈H̃1/2(D1)

||ϕ||
H̃1/2(D1)

≤1

εd
∣∣∣∣∣∣∣∣Tεϕ− 2γ(0)

εd
R1ϕ

∣∣∣∣∣∣∣∣
H−1/2(D1)

ε→0−−−→ 0 ,

where the hypersingular operator R1 : H̃1/2(D1)→ H−1/2(D1) is defined by

(6.19) R1ϕ(x) =


1

2π

∫
D1

1

|x− y|2ϕ(y) ds(y) if d = 2 ,

1

4π

∫
D1

1

|x− y|3ϕ(y) ds(y) if d = 3 ,

and the above integrals are understood as finite parts; see Section 2.2.

Inserting the approximation (6.18) in the integral equation (6.14), the function ϕε ∈ H̃1/2(D1) satisfies:

(6.20) R1ϕε +Rεϕε =
εd

2

∂u0

∂n
(0) + εdη̃ε ,

for some sequence η̃ε ∈ H−1/2(D1) which converges weakly to 0, and some operators Rε : H̃1/2(D1) →
H−1/2(D1), which converge to zero in the operator norm. This integral equation can now be solved owing
to the next lemma, whose proof is also postponed to the end of this section.

Lemma 6.5. The operator R1 : H̃1/2(D1)→ H−1/2(D1) defined in (6.19) is invertible.
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Using this result together with Neumann series to invert the integral equation (6.20), we obtain the
existence of a constant C > 0 such that

(6.21) ||ϕε||H̃1/2(D1) ≤ Cεd,

as well as the following asymptotic expansion

(6.22) 〈ϕε, 1〉 =
εd

2

∂u0

∂n
(0)〈R−1

1 1, 1〉+ o(εd) ,

where the explicit expression for the constant 〈R−1
1 1, 1〉 is given by Proposition C.1 (ii), (iv).

Step 4. We pass to the limit in the representation formula (6.5) for uε. Arguing as in the proof of Theorem 5.1,
that is, combining a Taylor expansion of the function z 7→ γ(T (εz)) ∂N∂ny (x, T (εz)) with the estimate (6.21),

we obtain:

uε(x) = u0(x)−
(∫

D1

ϕε(z) ds(z)

)
γ(0)

∂N

∂ny
(x, 0) + o(εd) ,

= u0(x)− εd

2
〈R−1

1 1, 1〉γ(0)
∂u0

∂n
(0)

∂N

∂ny
(x, 0) + o(εd) ,

where the second line follows from (6.22). The explicit expressions for the constant 〈R−1
1 1, 1〉 in 2d and 3d

provided in Proposition C.1 (ii), (iv) lead to the statement of the Theorem. �

We conclude this section with the missing arguments in the above proof.

Proof of Lemma 6.2. The intuition behind the technical argument below is the following: if Mεϕ was the
double layer potential associated with the operator u 7→ divy(A(y)∇yu) (see Section 2.2), the quantity
div(A∇(Mεϕ)) would vanish exactly on O. Unfortunately, this is not the case since (x, y) 7→ LA(x)(x, y) is
not the fundamental solution of this operator. However, the following calculations show that Mεϕ is “not too
far” from this double layer potential, so that the terms of highest-order derivatives vanish in the expression
of div(A∇(Mεϕ)), and the lower-order terms can be controlled.

Before starting, let us introduce some notations. For the sake of clarity, we denote by L(A, x, y) := LA(x, y)
the function defined in Lemma 6.1. The corresponding partial derivatives with respect to the entries ajk
(j, k = 1, . . . d) of the matrix A, and with respect to the components xi, yi of x and y (i,= 1, . . . , d) are
denoted by ∂L

∂ajk
, ∂L
∂xi

, ∂L
∂yi

. Throughout the proof, r(ϕ) ∈ L2(O) stands for a remainder term, which may

vary from one line to the other, but which consistently satisfies the following estimate

||r(ϕ)||L2(O) ≤ C||ϕ||H̃1/2(De) .

At first, using the expression for L(A(x), x, y) given in Lemma 6.1, we calculate

(6.23) A(x)∇yL(A(x), x, y) · n(y) =


−1

π
√

detA(x)

(y−x)·n(y)
|M(x)(y−x)|2 if d = 2,

−1

2π
√

detA(x)

(y−x)·n(y)
|M(x)(y−x)|3 if d = 3,

x ∈ Rd, y ∈ Dε, x 6= y .

Recalling from Section 2.1 the definition of the space H̃1/2(Dε), and notably the fact that the associated
norm is ||u||H̃1/2(Dε) = ||u||H1/2(∂O), Theorem D.2 then implies that Mεϕ ∈ H1(O) and that there exists a

constant C > 0 independent of ε such that

||Mεϕ||H1(O) ≤ C||ϕ||H̃1/2(Dε) .

We now proceed to prove the estimate

(6.24) ||divx(A(x)∇x(Mεϕ))||L2(O) ≤ C||ϕ||H̃1/2(Dε) .

For an arbitrary point x ∈ O, the definition of Mεϕ boils down to:

Mεϕ(x) =

d∑
i,j=1

aij(x)

∫
Dε

∂L

∂yj
(A(x), x, y)ni(y)ϕ(y) ds(y) .
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Since ni(y) = 0 on Dε for i = 1, . . . , d − 1, and since the matrix field A(x) is smooth and the function
y 7→ L(A(x), x, y) satisfies homogeneous Dirichlet boundary conditions on ∂H, the above expression actually
simplifies into

Mεϕ(x) = add(x)

∫
Dε

∂L

∂yd
(A(x), x, y)ϕ(y) ds(y) .

Taking derivatives, we now get, for x ∈ O, and i = 1, . . . , d ,

(6.25)

∂

∂xi
(Mεϕ)(x) =

∂add
∂xi

(x)

∫
Dε

∂L

∂yd
(A(x), x, y)ϕ(y) ds(y)

+add(x)
∂

∂xi

(∫
Dε

∂L

∂yd
(A(x), x, y)ϕ(y) ds(y)

)
=: Vi(ϕ)(x) +Wi(ϕ)(x) ,

with obvious notations. We infer from this expression that

(6.26) divx(A(x)∇x(Mεϕ)) = div(A(x)V (ϕ)) + div(A(x)W (ϕ)).

Each function Vi(ϕ) is the multiple of a smooth function with a potential associated to the kernel ∂L
∂yd

(A(x), x, y),

y ∈ Dε. A simple calculation, similar to (6.23), reveals that the latter is (the restriction of) a homogeneous
kernel of class 0 in the sense of Definition D.1. It then follows from Theorem D.2 that

||V (ϕ)||H1(O)d ≤ C||ϕ||H1/2(∂O) = C||ϕ||H̃1/2(Dε) ,

and so

(6.27) ||div(A(x)V (ϕ))||L2(O) ≤ C||ϕ||H̃1/2(Dε) .

We then focus on the second term div(A(x)W (ϕ)) in (6.26). A straightforward calculation yields, for x ∈ O,

div(A(x)W (ϕ))(x) =

d∑
i,j=1

∂

∂xi
(aijadd)(x)

∂

∂xj

(∫
Dε

∂L

∂yd
(A(x), x, y)ϕ(y) ds(y)

)
+ add(x)

d∑
i,j=1

aij(x)
∂2

∂xi∂xj

(∫
Dε

∂L

∂yd
(A(x), x, y)ϕ(y) ds(y)

)
= r(ϕ) + add(x)

d∑
i,j=1

aij(x)
∂2

∂xi∂xj

(∫
Dε

∂L

∂yd
(A(x), x, y)ϕ(y) ds(y)

)
,

where we have used a similar argument to that used in the treatment of the functions Vi(ϕ) to pass from
the first line to the second. Using the chain rule to proceed, we obtain

(6.28)

div(A(x)W (ϕ)) = add(x)

d∑
i,j=1

aij(x)
∂

∂xi

(
d∑

k,l=1

∂akl
∂xj

(x)

∫
Dε

∂2L

∂akl∂yd
(A(x), x, y)ϕ(y) ds(y)

+

∫
Dε

∂2L

∂xj∂yd
(A(x), x, y)ϕ(y) ds(y)

)
+ r(ϕ)

= add(x)

d∑
i,j=1

d∑
k,l=1

aij(x)
∂2akl
∂xi∂xj

(x)

∫
Dε

∂2L

∂akl∂yd
(A(x), x, y)ϕ(y) ds(y)

+add(x)

d∑
i,j=1

d∑
k,l=1

aij(x)
∂akl
∂xj

(x)
∂

∂xi

(∫
Dε

∂2L

∂akl∂yd
(A(x), x, y)ϕ(y) ds(y)

)

+add(x)

d∑
i,j=1

d∑
k,l=1

aij(x)
∂akl
∂xi

(x)

∫
Dε

∂3L

∂akl∂xj∂yd
(A(x), x, y)ϕ(y) ds(y)

+add(x)

d∑
i,j=1

aij(x)

∫
Dε

∂3L

∂xi∂xj∂yd
(A(x), x, y)ϕ(y) ds(y) + r(ϕ),

=: add(x)
(
Z1(ϕ) + Z2(ϕ) + Z3(ϕ) + Z4(ϕ)

)
+ r(ϕ) ,

with obvious notations for Zm, m = 1, . . . , 4.
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We now remark that the function Z1(ϕ) is a linear combination of integral operators with smooth coeffi-

cients; the kernels of these operators are ∂2L
∂akl∂yd

, y ∈ Dε, and they are (restrictions of) homogeneous kernels

of class 0 in the sense of Definition D.1. Here, we use the fact that taking derivatives with respect to one of
the matrix entries akl changes neither the order, the homogeneity, nor the parity of the function involved.
It then follows from Theorem D.2 that

(6.29) ||Z1(ϕ)||H1(O) ≤ C||ϕ||H̃1/2(Dε) .

By the same token, we obtain

(6.30) ||Z2(ϕ)||L2(O) ≤ C||ϕ||H̃1/2(Dε) .

In order to estimate Z3(ϕ), we rewrite this quantity as

Z3(ϕ) =

d∑
i,j=1

d∑
k,l=1

aij(x)
∂akl
∂xi

(x)
∂

∂xj

(∫
Dε

∂2L

∂akl∂yd
(A(x), x, y)ϕ(y) ds(y)

)

−
d∑

i,j=1

d∑
k,l=1

d∑
k′,l′=1

aij(x)
∂akl
∂xi

(x)
∂ak′l′

∂xj
(x)

∫
Dε

∂3L

∂akl∂ak′l′∂yd
(A(x), x, y)ϕ(y) ds(y) ,

and arguing as above, we obtain

(6.31) ||Z3(ϕ)||L2(O) ≤ C||ϕ||H̃1/2(Dε) .

This leaves us with the task of estimating Z4(ϕ). To accomplish this, we rewrite the equation (6.7) satisfied
by L(A, x, y) as

d∑
i,j=1

aij
∂2L

∂yi∂yj
(A, x, y) = 0, x, y ∈ H, x 6= y ;

note that this holds for an arbitrary, symmetric, positive definite matrix A ∈ Rd×d, with entries aij . Due to
the symmetry property

∀x, y ∈ H, x 6= y, L(A, x, y) = L(A, y, x) ,

it follows that
d∑

i,j=1

aij
∂2L

∂xi∂xj
(A, x, y) = 0, x, y ∈ H, x 6= y .

Substituting A(x) = {aij(x)} for A and taking a derivative with respect to the yd variable, we get

d∑
i,j=1

aij(x)
∂3L

∂xi∂xj∂yd
(A(x), x, y) = 0 .

It follows that

(6.32) Z4(ϕ) = 0 .

Combining the estimates (6.29) to (6.32) with (6.26) to (6.28) we obtain the desired conclusion. �

We proceed with the proof of Lemma 6.3.

Sketch of the proof of Lemma 6.3. Let us denote by Iiε(x), i = 1, . . . , 4 the four terms in the right-hand side
of (6.16). We prove that each of these contributions tends to 0 weakly in H−1/2(D1) as ε→ 0.

At first, since v0 is smooth and (A∇v0 · n)(0) = γ(0)∂u0

∂n (0), the difference

I1
ε (x) =

(
(A∇v0 · n)(εx)− γ(0)

∂u0

∂n
(0)
)

is easily seen to converge to 0 strongly in H−1/2(D1). Furthermore, since the support of the integral

R1
ε(x) = −

∫
ΓN

A(x)∇x
(
A(x)∇yLA(x)(x, y) · n(y)

)
· n(x) sε(y) ds(y)
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is “far” from Dε, the convergence properties of sε expressed in Lemma 4.2 (Remark 4.2) and (4.3) imply that
R1
ε(x) converges to 0 uniformly for x in a fixed neighborhood of the sets Dε; in particular, I2

ε (x) = R1
ε(εx)

converges to 0 strongly in H−1/2(D1). The same argument shows that I3
ε (x) = R2

ε(εx) also converges to 0
strongly in H−1/2(D1).

This leaves us with the task of proving that I4
ε (x) = (A∇Kε ·n)(εx) converges to 0 weakly in H−1/2(D1).

Let us introduce a smooth bounded domain D ⊂ O, whose boundary contains D1. Furthermore, select D
so that D is bounded away from ΓN and ∂O \ U . Recalling the definition of H−1/2(D1) as the space of
restrictions to D1 of distributions in H−1/2(∂O) (see Section 2.1), it suffices to show that the vector-valued
function

σε(x) := (A∇Kε)(εx), x ∈ D ,

converges to 0 weakly in the Hilbert space

Hdiv(D) :=
{
σ ∈ L2(D)d, divσ ∈ L2(D)

}
.

We proceed in two steps to achieve this.

Step 1. We prove that σε is a bounded sequence in Hdiv(D). To this end, we return to (6.9), which, for
x ∈ D ⊂ O, reads

(6.33) sε(x) = −
∫

ΓN

A(x)∇yLA(x)(x, y) · n(y)sε(y) ds(y)

+

∫
∂O\U

(A∇sε · n)(y) LA(x)(x, y) ds(y) +Kε(x)−Mεsε(x),

with

Kε(x) =

∫
O

(A(x)−A(y))∇yLA(x)(x, y) · ∇sε(y) dy ,

and the quantity Mεsε is as in Lemma 6.2. It follows from Lemma 6.2 that Mεsε satisfies the following
estimate

||Mεsε(x)||H1(O) + ||div(A(x)∇(Mεsε))||L2(O) ≤ C||sε||H1/2(∂O) .

From (6.33), and the fact that D is bounded away from ΓN and ∂O\U , we now see that the function Kε(x)
satisfies the similar estimate

||Kε||H1(D) + ||div(A(x)∇Kε)||L2(D) ≤ C||sε||H1(O) .

Rescaling the above inequality (note that εD ⊂ D for ε sufficiently small) and using the estimate

||sε||H1(O) ≤ Cε
d
2 ,

which follows readily from Lemma 4.2 (Remark 4.2) and (4.3), we now obtain

ε
d
2 ||σε||L2(D)d + ε

d−2
2 ||divσε||L2(D) ≤ Cε

d
2 .

Hence, σε is a bounded sequence in Hdiv(D), and so, up to a subsequence (which we still index by ε) it
converges weakly to a limit σ∗ in this space.

Step 2. We prove that the weak limit σ∗ is 0, and this task requires separating the cases d = 2 and d = 3.
When d = 3, we observe that, by definition,

(6.34) σε(x) = A(εx)∇K̃ε(x), where K̃ε(x) :=
1

ε
Kε(εx) ,

and the same calculation as in the proof of Lemma 5.2 (see notably (5.29)) reveals that the quantity Kε(x)
satisfies

|Kε(x)| ≤ C||sε||H1(O), for all x ∈ D .

Hence, we obtain ∫
D

|Kε(εz)|2 dz ≤ Cε3,

which proves that

||K̃ε||L2(D)
ε→0−−−→ 0 .
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It follows from (6.34) and the continuity of derivatives in the sense of distributions that σ∗ = 0.

The case where d = 2 is a little more involved, and we need to estimate the quantity Kε more carefully.

The argument performed for d = 3 in this case only allows us to infer that K̃ε is a bounded sequence in

L2(D); we also know from Step 1 that its gradient is bounded in L2(D)2, and so (up to a subsequence) K̃ε

converges strongly to a function K∗ ∈ L2(D), which we need to analyze further. For any point x ∈ Rd and
positive real number h > 0, we denote by B(x, h) the open ball with radius h centered at x.

We observe that, for x, y ∈ Dε,

|Kε(x)−Kε(y)| = 1

π

∣∣∣∣∣
∫
O

(
(A(x)−A(z))

1√
det(A(x))

M2(x)(x− z)
|M(x)(z − x)|2 · ∇sε(z)

−(A(y)−A(z))
1√

det(A(y))

M2(y)(y − z)
|M(y)(z − y)|2 · ∇sε(z)

)
dz

∣∣∣∣∣ .
Denoting by h := |x− y| we get, since B(y, h) ⊂ B(x, 2h) ⊂ B(y, 4h),

|Kε(x)−Kε(y)| ≤ 1

π

∫
B(x,2h)∩O

∣∣∣∣∣(A(x)−A(z))
1√

det(A(x))

M2(x)(x− z)
|M(x)(z − x)|2 · ∇sε(z)

∣∣∣∣∣ dz

+
1

π

∫
B(y,4h)∩O

∣∣∣∣∣(A(y)−A(z))
1√

det(A(y))

M2(y)(y − z)
|M(y)(z − y)|2 · ∇sε(z)

∣∣∣∣∣ dz

+
1

π

∫
O\B(x,2h)

∣∣((A(x)−A(z))∇zLA(x)(x, z)− (A(y)−A(z))∇zLA(y)(y, z)
)
· ∇sε(z)

∣∣ dz

=: J1 + J2 + J3,

with obvious notations. Due to the smoothness of the matrix field A

|J1| ≤ C
∫
B(x,2h)∩O

|∇sε(z)| dz ≤ Ch||∇sε||L2(O)d ,

and a similar estimate holds for J2. When it comes to J3, we remark that for z /∈ B(x, 2h)

2h ≤ |x− z|, h ≤ |y − z|, and
1

2
|x− z| ≤ |y − z| ≤ 3

2
|x− z| .

We now decompose

(
(A(x)−A(z))∇zLA(x)(x, z)− (A(y)−A(z))∇zLA(y)(y, z)

)
= b1 + b2 ,

where

b1 = (A(x)−A(y))∇zLA(x)(x, z) and b2 = (A(y)−A(z))
(
∇zLA(x)(x, z)−∇zLA(y)(y, z)

)
.

A simple calculation yields that

|b1| ≤
Ch

|x− z| ,
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and regarding b2, we calculate

|b2| ≤ C|z − y|
∣∣∇zLA(x)(x, z)−∇zLA(y)(y, z)

∣∣
= C|z − x|

∣∣∣∣∣ 1√
det(A(x))

M2(x)(x− z)
|M(x)(z − x)|2 −

1√
det(A(y))

M2(y)(y − z)
|M(y)(z − y)|2

∣∣∣∣∣
≤ C|z − x|

∣∣∣∣∣ 1√
det(A(x))

− 1√
det(A(y))

∣∣∣∣∣
∣∣∣∣ M2(x)(x− z)
|M(x)(z − x)|2

∣∣∣∣
+C|z − x|

∣∣∣∣ M2(x)(x− z)
|M(x)(z − x)|2 −

M2(y)(y − z)
|M(y)(z − y)|2

∣∣∣∣
≤ Ch+ C

|z − x|
|M(x)(z − x)|2

∣∣M2(x)(x− z)−M2(y)(y − z)
∣∣

+C|z − x||M2(y)(y − z)|
∣∣∣∣ 1

|M(x)(z − x)|2 −
1

|M(y)(z − y)|2
∣∣∣∣

≤ Ch+ C
|z − x|

|M(x)(z − x)|2
∣∣M2(y)(x− y)

∣∣+ C|z − x|2
∣∣∣∣ 1

|M(x)(z − x)|2 −
1

|M(y)(z − y)|2
∣∣∣∣

≤ Ch+
Ch

|z − x| + C
1

|z − x|2
∣∣|M(x)(z − x)|2 − |M(y)(z − y)|2

∣∣
≤ Ch+

Ch

|z − x| + C
1

|z − x| ||M(x)(z − x)| − |M(y)(z − y)|| ≤ Ch+
Ch

|z − x| .

Summarizing, we now have

|J3| ≤ Ch
∫
O\B(x,2h)

(
1

|z − x| + 1

)
|∇sε| dz ,

and so

|J3| ≤ Ch

(∫
O\B(x,2h)

1

|z − x|2 dz

) 1
2

||∇sε||L2(O)2

≤ Ch

(∫ M

2h

dr

r

) 1
2

||∇sε||L2(O)2

≤ Ch| log h| 12 ||∇sε||L2(O)2 .

With x and y replaced by εx and εy, for x, y ∈ D, we now conclude

|Kε(εx)−Kε(εy)| ≤ Cε|x− y|
∣∣ log |εx− εy|

∣∣1/2 ||∇sε||L2(O)2 ,

and so

|K̃ε(x)− K̃ε(y)|2 ≤ C|x− y|2(| log ε|+
∣∣ log |x− y|

∣∣ ) ||∇sε||2L2(O)2

≤ Cε2
(
|x− y|2| log ε|+ |x− y|2

∣∣ log |x− y|
∣∣) ,

where we have used again Lemma 4.2 (Remark 4.2) and (4.3) to estimate ||∇sε||2L2(O)2 . Integrating the

terms in the previous inequality and passing to the limit as ε→ 0, we obtain∫
D

∫
D

|K∗(x)−K∗(y)|2 dxdy = lim
ε→0

∫
D

∫
D

|K̃ε(x)− K̃ε(y)|2 dxdy = 0 ,

which proves that K∗ is a constant function over D. This completes the proof of the fact that σ∗ = 0, for
d = 2.

�

Proof of Lemma 6.4. We only provide the proof in the two-dimensional case, the three-dimensional proof
being very similar.

Using the definition of the fundamental solution LA(x, y) given by Lemma 6.1, we get, for arbitrary y ∈ Dε
and x ∈ H, x 6= y,

A(x)∇yLA(x)(x, y) · n(y) = − 1

π
√

detA(x)

y2 − x2

|M(x)(y − x)|2 .
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Hence, a straightforward calculation yields the following expression of the kernel P (εx, εy) of the operator
Tε, defined in (6.13)

P (εx, εy) =
1

π
√

detA(εx)

A(εx)e2 · e2

|M(εx)(εy − εx)|2 = ε−2 A(εx)e2 · e2

π
√

detA(εx)|M(εx)e1 · e1|2
1

|y − x|2 , x, y ∈ D1, x 6= y ,

and this immediately leads to

Tεϕ(x)− 2γ(0)

ε2
R1ϕ(x) = ε−2

(
2A(εx)e2 · e2√

detA(εx)|M(εx)e1 · e1|2
− 2γ(0)

)
R1ϕ(x) .

Since the matrix fields A(x) and M(x) are smooth, with values A(0) = γ(0)I and M(0) = γ(0)−1/2I at
x = 0, we have that ∣∣∣∣∣

∣∣∣∣∣ 2A(εx)e2 · e2√
detA(εx)|M(εx)e1 · e1|2

− 2γ(0)

∣∣∣∣∣
∣∣∣∣∣
C1(D1)

≤ Cε ;

in order to verify Lemma 6.4 it thus suffices to show that the operator

R1ϕ(x) =
1

2π

∫
D1

1

|x− y|2ϕ(y) ds(y)

(interpreted in terms of finite parts) is a bounded operator from H̃1/2(D1) into H−1/2(D1). For this purpose
we can, unfortunately, not directly use the results from Appendix D, since the hypersingular kernel of
the above operator does not fit within that framework. To remedy this, we rely on a classical trick for
hypersingular operators of the form R1, using an alternate representation in terms of a homogeneous kernel
operator, and a surface differentiation operator (see e.g. [39], §1.2). More precisely, we observe that

1

|x− y|2 = − ∂

∂y1

(
y1 − x1

|x− y|2
)

for x, y ∈ D1, x 6= y,

due to the fact that |x−y| = |x1−y1| when x, y ∈ D1. It follows that, for an arbitrary density ϕ ∈ H̃1/2(D1),

R1ϕ =
1

2π

∫
D1

y1 − x1

|x− y|2
∂ϕ

∂y1
(y) ds(y) ,

where the right hand side represents a Cauchy principal value. The kernel y1−x1

|x−y|2 fits within the framework

of Appendix D, and it gives rise to an operator of class 0, i.e., a bounded operator from H̃−1/2(D1) into

H−1/2(D1). Since the operator ϕ→ ∂ϕ
∂y1

is bounded from H̃1/2(D1) to H̃−1/2(D1), we conclude that R1 is a

bounded operator from H̃1/2(D1) into H−1/2(D1), as needed. �

Proof of Lemma 6.5. As in the proof of Lemma 5.4 we introduce a smooth bounded domain D ⊂ Rd, whose
boundary contains the set D1, and a bounded Lipschitz domain V with D b V . We first prove that R1 is a

Fredholm operator with index 0. To achieve this, let ϕ be an arbitrary element in H̃1/2(D1) (extended by
0 to all of ∂D) and set u = DDϕ ∈ H1

loc(Rd \ ∂D). Using the jump relations (2.7), and then integrating by
parts on all of Rd (which is possible because of the decay properties (2.10)) we obtain

(6.35)
〈R1ϕ,ϕ〉 =

∫
∂D

∂u

∂n
(u+ − u−) ds

= −
∫
Rd\∂D

|∇u|2 dx .

Since

||ϕ||H̃1/2(D1) = ||(u+ − u−)||H1/2(∂D) ≤ C
(
‖∇u‖L2(Rd\∂D) + ‖u‖L2(V )

)
,

it follows from (6.35) that

||ϕ||H̃1/2(D1) ≤ C
(
‖R1ϕ‖H−1/2(D1) + ‖DDϕ‖L2(V )

)
.
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It now follows as in the proof of Lemma 5.4 that R1 is Fredholm with index 0. Hence, we are left to show

that R1 is injective. But if R1ϕ = 0 for some ϕ ∈ H̃1/2(D1), the previous calculation with u = DDϕ yields

〈R1ϕ,ϕ〉 = −
∫
Rd\∂D

|∇u|2 dx = 0,

so that u is constant on D and on Rd \D. Since u → 0 as |x| → ∞, the value of this constant on Rd \D
must be 0. Since ϕ = u+ − u− vanishes on ∂D \ D1, the value of this constant inside D is also 0; hence,
u = 0 and φ = u+ − u− = 0, which completes the proof. �

7. Conclusion and future Directions

In this article, we have analyzed the asymptotic behavior of the solution to an elliptic partial differential
equation posed on a domain Ω ⊂ Rd when the accompanying boundary conditions change type on a van-
ishing subset ωε of the boundary ∂Ω. More precisely, in the model context of the conductivity equation
complemented with mixed homogeneous Dirichlet and Neumann boundary conditions on the respective re-
gions ΓD,ΓN ⊂ ∂Ω, we have derived a general representation formula for the asymptotic structure of the
potential uε when the homogeneous Neumann boundary condition is replaced with a homogeneous Dirich-
let boundary condition on an arbitrary “small” subset ωε ⊂ ΓN (and vice-versa, when the homogeneous
Dirichlet condition is replaced with a homogeneous Neumann condition on ωε ⊂ ΓD). Furthermore, in the
particular situation where ωε is a vanishing surfacic ball, we have given precise, explicit asymptotic formulas
for uε. The present findings suggest various directions for further investigations.

• A natural extension of the present work is to investigate the case where the homogeneous Dirichlet
boundary condition on ΓD, or the homogeneous Neumann boundary condition on ΓN , is replaced by
yet another type of boundary condition on ωε, for instance an inhomogeneous Neumann boundary
condition, or an inhomogeneous Dirichlet boundary condition. A perhaps even more interesting set-
ting involves a Robin boundary condition, and thus consists in investigating the asymptotic behavior
of the solution to the problem

−div(γ∇uε) = f in Ω ,
uε = 0 on ΓD ,

γ ∂uε∂n = 0 on ΓN \ ωε ,
γ ∂uε∂n + kuε = 0 on ωε ,

or the solution to the problem
−div(γ∇uε) = f in Ω ,

uε = 0 on ΓD \ ωε ,
γ ∂uε∂n = 0 on ΓN ,

γ ∂uε∂n + kuε = 0 on ωε .

The understanding of this limiting process, uniformly with respect to the parameter k of the Robin
condition, would provide a key insight into the nature of the transition between the Dirichlet and
Neumann behaviors (established in this paper). In this spirit, see for instance [17, 26, 53] concerning
small volume asymptotic formulas, which are uniform with respect to the properties of the material
occupying the vanishing inclusions.

• Beyond the realm of the conductivity equation, the present study could be extended to other, more
challenging physical contexts, e.g., the system of linear elasticity – where homogeneous Dirichlet
boundary conditions account for “clamping” and homogeneous Neumann boundary conditions rep-
resent absence of traction.

• Last but not least, it would be interesting to explore the practical applications of these results. As
we have illustrated at in Remark 3.2, asymptotic formulas for the solution to “small” perturbations
of a “background” boundary value problem allow to appraise the sensitivity of a quantity of interest
(or a performance criterion) with respect to such perturbations. This idea plays into the concepts
of topological derivative [55] and “topological ligaments” [51, 24] in optimal design. In our context
it would allow us to appraise the sensitivity of a performance criterion with respect to the introduc-
tion of a new, “small” region supporting Dirichlet or Neumann boundary condition in the physical
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boundary value problem. Such a program appears especially interesting in the context of linear
elasticity, where it would significantly complement the study in [25]; see also [59].
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Appendix A. A closer look to the quantity e(ω)

The purpose of this appendix is to analyze more in depth the quantity e(ω), defined in (4.1), and used
in Sections 4 and 6 to assess the “smallness” of a subset ω of ∂Ω, when homogeneous Dirichlet boundary
conditions are replaced by homogeneous Neumann conditions. More precisely, we construct explicit quantities
which bound e(ω), and which are not excessively conservative – quantities that do not require the solution
of any boundary value problems.

A.1. Some differential geometry facts

We shall need some basic facts from differential geometry on hypersurfaces in Rd. All of these results are
well-known, however, some are not so easily found in the literature, and for the convenience of the reader
we include their proofs in this section. We refer to classical books, such as [27, 44], for further details.

Let Ω ⊂ Rd be a smooth bounded domain. We first recall some terminology:

• The tangent plane to ∂Ω at a point x ∈ ∂Ω is the hyperplane of Rd which is orthogonal to the unit
normal vector n(x). The orthogonal projection Pxv ∈ Tx∂Ω of a vector v ∈ Rd onto Tx∂Ω is given
by

Pxv := v − (v · n(x))n(x) .

• The length of a piecewise differentiable curve γ : [a, b]→ ∂Ω is defined by

`(γ) :=

∫ b

a

|γ′(t)| dt ,

where the derivative of t 7→ γ(t) is calculated as that of an Rd-valued function. This quantity is
obviously independent of the particular parametrization chosen for γ.

• A differentiable curve γ : [a, b] → ∂Ω is called a (constant speed) geodesic segment joining the
endpoints γ(a) and γ(b) if it satisfies:

∀t ∈ (a, b), Pγ(t)(γ
′′(t)) = 0 .

• A geodesic segment γ : [a, b]→ ∂Ω is called minimizing if `(γ) ≤ `(γ̃) for any piecewise differentiable
curve γ̃(t) joining γ(a) to γ(b).

• The geodesic distance between two points x, y ∈ ∂Ω is defined by:

d∂Ω(x, y) = inf
γ:[a,b]→∂Ω

γ(a)=x, γ(b)=y

`(γ) .

• Likewise, the geodesic distance dist∂Ω(x,K) from a point x ∈ ∂Ω to a closed subset K ⊂ ∂Ω is:

dist∂Ω(x,K) = inf
y∈K

d∂Ω(x, y) .

The distance between two points x, y ∈ ∂Ω can be measured either in terms of the (extrinsic) Euclidean
distance |x − y| of Rd or by means of the (intrinsic) geodesic distance d∂Ω(x, y). It turns out that these
notions are equivalent in the present context, as stated in the next lemma.

Lemma A.1. There exists a constant c > 0 which only depends on Ω such that the following inequalities
hold:

∀x, y ∈ ∂Ω , c d∂Ω(x, y) ≤ |x− y| ≤ d∂Ω(x, y) .
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Proof. The right inequality is obvious, and we focus on the proof of the left one. To this end, we introduce
a finite open covering {Ui}i=1,...,N of the smooth, compact hypersurface ∂Ω with the following property: for

each i = 1, . . . , N , there exist a convex open subset Vi ⊂ Rd−1 and a function fi : Vi → R which is smooth
on an open neighborhood of Vi, such that (up to a relabeling of coordinates in Rd) the mapping

σi : Vi 3 (x1, . . . , xd−1) 7→ (x1, . . . , xd−1, fi(x1, . . . , xd−1)) ∈ Ui
realizes a diffeomorphism from Vi onto Ui. We also denote by δ > 0 a Lebesgue number associated to this
covering, that is

∀ω ⊂ ∂Ω, diam(ω) ≤ δ ⇒ ω ⊂ Ui for some i = 1, . . . , N ,

where the diameter diam(ω) := supx,y∈ω |x− y| is understood in the sense of the Euclidean distance.
Now considering two given points x, y ∈ ∂Ω, we distinguish two cases.

Case 1: |x− y| > δ. By introducing the quantity M := sup
p,q∈∂Ω

d∂Ω(p, q), we obtain

d∂Ω(x, y) ≤M ≤ M

δ
|x− y| .

Case 2: |x − y| ≤ δ. Then x and y belong to a common open subset Ui, and we let x̂, ŷ be the points in
Vi such that x = σi(x̂) and y = σi(ŷ). We also introduce the differentiable curve γ(t) = σi(x̂ + t(ŷ − x̂))
connecting x to y. It follows from the very definition of the geodesic distance d∂Ω(x, y) that

d∂Ω(x, y) ≤
∫ 1

0

√
γ′(t) · γ′(t) dt

=

∫ 1

0

√
∇σi(x̂+ t(ŷ − x̂))t∇σi(x̂+ t(ŷ − x̂))(ŷ − x̂) · (ŷ − x̂) dt .

For i = 1, . . . , N and ẑ ∈ Vi, we introduce the eigenvalues 1 ≤ λi1(ẑ) ≤ . . . ≤ λid−1(ẑ) of the (d− 1)× (d− 1)

matrix ∇σi(ẑ)t∇σi(ẑ), and

M := max
i=1,...,N

sup
ẑ∈Vi

λid−1(ẑ) <∞ .

The bound M depends only on the properties of the hypersurface ∂Ω. We now have

d∂Ω(x, y) ≤
√
M |x̂− ŷ| ≤

√
M |x− y| ,

as desired. �

We recall the definition and the main properties of the exponential map, expx, at a point x ∈ ∂Ω:

• The mapping expx : U → ∂Ω is defined on an open neighborhood U of 0 in the tangent plane Tx∂Ω
by the formula:

∀v ∈ U, expx(v) = γ(1, x, v),

where t 7→ γ(t, x, v) is the unique geodesic curve on ∂Ω passing through x at t = 0 with velocity v:

(A.1) γ(0, x, v) = x, and γ′(0, x, v) = v.

• For any point x ∈ ∂Ω, there exists a number rinj(x) > 0 – the injectivity radius of x – such that expx
is a diffeomorphism from the (d− 1) dimensional ball B(0, rinj(x)) ⊂ Tx∂Ω onto the geodesic ball

B∂Ω(x, rinj(p)) := {y ∈ ∂Ω, d∂Ω(x, y) < rinj(x)}
on ∂Ω. In particular, expx : B(0, rinj(x)) ⊂ Tx∂Ω→ ∂Ω is a local chart for ∂Ω around x.

• At an arbitrary point x ∈ ∂Ω, the following identity holds:

(A.2) d∂Ω(x, expx(v)) = |v|, v ∈ B(0, rinj(x)) ⊂ Tx∂Ω.

• Since ∂Ω is smooth and compact, there exists a number rinj > 0 – the injectivity radius of ∂Ω – such
that for all x ∈ ∂Ω, rinj < rinj(x).

Let us finally state a useful consequence of the change of variables formula, applied to the exponential
mapping.
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Lemma A.2. Let f ∈ L1
loc(∂Ω); then for any point x ∈ ∂Ω and r < rinj(x),∫

B∂Ω(x,r)

f(y) ds(y) =

∫
B(0,r)

f(expx(v))g(v) dv ,

where B(0, r) is the ball with center 0 and radius r in Tx∂Ω, and g is given by

g(v) :=
√

det(Mij(v)), Mij(v) :=
(

dexpx(v)(ei)
)
·
(

dexpx(v)(ej)
)
, i, j = 1 . . . , d− 1 ,

is bounded uniformly from below and above by positive constants which depend only on the properties of ∂Ω.
The tangent vectors dexpx(v)(ei) ∈ Texpx(v)∂Ω featured in these equations are given by

dexpx(v)(ei) =
d

ds
γ(1, x, v + sei)

∣∣∣∣
s=0

,

where t 7→ γ(t, x, v) is the unique geodesic passing through x at t = 0 with velocity v, see (A.1).

A.2. Derivation of “geometric” upper bounds for the quantity e(ω)

Throughout this section ω is an open Lipschitz subset of ∂Ω. ω lies strictly inside ΓD, and the setting is as
in Section 4. We start with the following result.

Lemma A.3. Let ω be an open Lipschitz subset of ΓD ⊂ ∂Ω, which is well-separated from ΓN , i.e. (1.6)
holds. There exists a constant C > 0, depending only on Ω, ΓD and dmin such that

e(ω) ≤ C
∫
ω

1

ρω(x)
ds(x)

where ρω(x) denotes the weight function defined by

∀x ∈ ω, ρω(x) :=

∫
∂Ω\ω

1

|x− y|d ds(y) .

Proof. Let us introduce the solution ζ ∈ H1(Ω) to (4.4); it follows from a simple adaptation of Lemma 4.1
and integration by parts that

(A.3) e(ω) ≤ C
∫

Ω

|∇ζ|2dx = C

∫
ω

ζ ds ,

where the constant C depends only on Ω, ΓD and dmin.
A slight generalization of the argument leading to the estimate (2.2) in Section 2.1, using that ζ vanishes

on ΓD \ ω, gives that for some constant C, depending on Ω, ΓD and dmin

(A.4)

(∫
ω

|ζ(x)|2ρω(x) ds(x)

)1/2

≤ C‖ζ‖H1/2(∂Ω) .

A combination of (A.3) and (A.4) now yields

e(ω) ≤ C

∫
ω

ζ(x) ds(x)

≤ C

(∫
ω

ρω(x)−1 ds(x)

)1/2(∫
ω

|ζ(x)|2ρω(x) ds(x)

)1/2

≤ C

(∫
ω

ρω(x)−1 ds(x)

)1/2

‖ζ‖H1/2(∂Ω)

≤ C

(∫
ω

ρω(x)−1 ds(x)

)1/2

‖ζ‖H1(Ω) .

Adapting the proof of Lemma 4.1, we may prove

‖ζ‖H1(Ω) ≤ Ce(ω)1/2 ,
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and after insertion of this into the last line of the previous estimate (and cancellation), we obtain

e(ω)1/2 ≤ C
(∫

ω

ρω(x)−1 ds(x)

)1/2

,

which is the desired conclusion. �

Let us introduce the notation

D(ω) =

∫
ω

1

ρω(x)
ds(x) .

It follows from Lemma A.3 that D(ω) is an upper bound for e(ω) (up to constants involving the chosen
domain Ω and the regions ΓD, ΓN of its boundary), which has the appealing feature that it depends solely
on the geometry of ω. We believe there are many interesting examples where D(ω) is equivalent to e(ω);
actually we have provided such an example in Section 6. For this reason we also find it useful to derive an
equivalent, but simpler, expression for the measure D(ω). The remainder of this subsection is devoted to
this task, and we start with a lemma.

Lemma A.4. Let ω be an open Lipschitz subset of ∂Ω. There exists a constant c > 0, which depends only
on ∂Ω, such that

c

∫
ω

dist∂Ω(x, ∂ω) ds(x) ≤ D(ω) .

Proof. The lemma follows immediately, by integration over ω, if we prove that, for all points x ∈ ω

(A.5) cdist∂Ω(x, ∂ω) ≤ ρω(x)−1 .

To achieve this goal, we distinguish between two cases, depending on the size of dist∂Ω(x, ∂ω) relative to the
injectivity radius rinj of ∂Ω.

Case 1: dist∂Ω(x, ∂ω) ≥ rinj. From the definition of ρω(x) and Lemma A.1, we have

ρω(x) ≤ C

∫
∂Ω\ω

ds(y)

d∂Ω(x, y)d

≤ C

dist∂Ω(x, ∂ω)d

∫
∂Ω

ds(y)

≤ C

rd−1
inj

1

dist∂Ω(x, ∂ω)

=
C

dist∂Ω(x, ∂ω)
,

where the constant C is changing from one instance to the next, but depends only on ∂Ω, and not on ω.
Hence, (A.5) holds in this case.

Case 2: dist∂Ω(x, ∂ω) < rinj. The exponential mapping expx induces a diffeomorphism from the ball

B(0,dist∂Ω(x, ∂ω)) ⊂ Tx∂Ω onto the geodesic ball B∂Ω(x,dist∂Ω(x, ∂ω)). Since B∂Ω(x, dist∂Ω(x, ∂ω)) lies
inside ω, it follows that

(A.6)

ρω(x) ≤ C

∫
∂Ω\B∂Ω(x,dist∂Ω(x,∂ω))

ds(y)

d∂Ω(x, y)d

= C

(∫
∂Ω\B∂Ω(x,rinj)

ds(y)

d∂Ω(x, y)d
+

∫
B∂Ω(x,rinj)\B∂Ω(x,dist∂Ω(x,∂ω))

ds(y)

d∂Ω(x, y)d

)
.

As in Case 1, the first integral in the above right-hand side is easily estimated by

(A.7)

∫
∂Ω\B∂Ω(x,rinj)

ds(y)

d∂Ω(x, y)d
≤ C

rdinj

≤ C

rd−1
inj

1

dist∂Ω(x, ∂ω)
=

C

dist∂Ω(x, ∂ω)
.
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As for the second integral, the exponential change of variables of Lemma A.2, followed by a change to polar
coordinates yields

(A.8)

∫
B∂Ω(x,rinj)\B∂Ω(x,dist∂Ω(x,∂ω))

ds(y)

d∂Ω(x, y)d
≤ C

∫
B(0,rinj)\B(0,dist∂Ω(x,∂ω))

du

d∂Ω(x, expx(u))d

= C

∫
B(0,rinj)\B(0,dist∂Ω(x,∂ω))

du

|u|d

≤ C

∫ rinj

dist∂Ω(x,∂ω))

td−2

td
dt

= C

(
1

dist∂Ω(x, ∂ω))
− 1

rinj

)
.

A combination of (A.6) to (A.8) leads to

ρω(x) ≤ C

dist∂Ω(x, ∂ω)
,

which is exactly (A.5), thus completing the proof of the lemma. �

The reverse inequality is more subtle, and it holds only under additional assumptions on the set ω ⊂ ∂Ω.
Let us introduce a few related definitions.

Definition A.1. Let ω ⊂ ∂Ω be an open Lipschitz subset. The set ω is called geodesically convex if for any
two points p, q ∈ ω, there exists a unique minimizing geodesic segment γ : [0, 1] → ∂Ω joining p to q, with
γ([0, 1]) ⊂ ω.

Definition A.2. Let ω ⊂ ∂Ω be a geodesically convex, open Lipschitz subset.

• For any p ∈ ∂ω, the tangent cone Cp ⊂ Tp∂Ω to ω at p is defined by

Cp :=

{
v ∈ Tp∂Ω, expp

(
t
v

|v|

)
∈ ω for some 0 < t < rinj(p)

}
∪ {0} .

• For any p ∈ ∂ω, an open half-space H ⊂ Tp∂Ω is called a supporting half-space for ω at p if Cp ⊂ H.

The following result generalizes well-known properties of convex subsets of the Euclidean space Rd, in
terms of supporting hyperplanes, to the setting of geodesically convex subsets of ∂Ω. It is a summary of the
contents of Proposition 1.8 and Lemma 1.7 in [18]; see Fig. 3 for an illustration.

Proposition A.1. Let ω ⊂ ∂Ω be a geodesically convex, open Lipschitz subset of ∂Ω, and let p ∈ ∂ω. Then,
the tangent cone Cp ⊂ Tp∂Ω to ω at p satisfies

Cp \ {0} =
⋂
Hj ,

where the intersection is taken over all the supporting half-spaces of ω at p.
In addition, if there exists q ∈ ω and a minimal geodesic segment γ : [0, 1] → ∂Ω from q to p such that

`(γ) = dist∂Ω(q, ∂ω), then Cp \ {0} is exactly the open half-space

(A.9) H = {v ∈ Tp∂Ω, v · (−γ′(1)) > 0} .
We are now in a position to establish an equivalence between D(ω) and a much simpler integral over ω.

Lemma A.5. Let ω be a geodesically convex, open Lipschitz subset of ∂Ω. Then

c

∫
ω

dist∂Ω(x, ∂ω) ds(x) ≤ D(ω) ≤ C
∫
ω

dist∂Ω(x, ∂ω) ds(x) ,

where the positive constants c and C depend only on ∂Ω.

Proof. The lower bound was already established in Lemma A.4, so it only remains to prove the upper bound.
Let x ∈ ω be given, and let p ∈ ∂ω be a point minimizing the geodesic distance from x to ∂ω:

δ := dist∂Ω(x, ∂ω) = d∂Ω(x, p) .
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•<latexit sha1_base64="pXkActCnptZX5e3i8T2Zzct4Moo=">AAACynicjVHLSsNAFD2Nr1pfVZdugkVwFZIq6LLgxoWLCvYBtkgyndbQyYPJRCjFnT/gVj9M/AP9C++MKahFdEKSM+eec2fuvUEqwky57mvJWlhcWl4pr1bW1jc2t6rbO+0sySXjLZaIRHYDP+MijHlLhUrwbiq5HwWCd4LxmY537rjMwiS+UpOU9yN/FIfDkPmKqE4vyIXg6qZacx3XLHseeAWooVjNpPqCHgZIwJAjAkcMRVjAR0bPNTy4SInrY0qcJBSaOMc9KuTNScVJ4RM7pu+IdtcFG9Ne58yMm9Epgl5JThsH5ElIJwnr02wTz01mzf6We2py6rtN6B8UuSJiFW6J/cs3U/7Xp2tRGOLU1BBSTalhdHWsyJKbruib21+qUpQhJU7jAcUlYWacsz7bxpOZ2nVvfRN/M0rN6j0rtDne9S1pwN7Pcc6Ddt3xjpz65XGt4RSjLmMP+zikeZ6ggXM00TJVPuIJz9aFJa2JNf2UWqXCs4tvy3r4ABJUkhU=</latexit>

•<latexit sha1_base64="pXkActCnptZX5e3i8T2Zzct4Moo=">AAACynicjVHLSsNAFD2Nr1pfVZdugkVwFZIq6LLgxoWLCvYBtkgyndbQyYPJRCjFnT/gVj9M/AP9C++MKahFdEKSM+eec2fuvUEqwky57mvJWlhcWl4pr1bW1jc2t6rbO+0sySXjLZaIRHYDP+MijHlLhUrwbiq5HwWCd4LxmY537rjMwiS+UpOU9yN/FIfDkPmKqE4vyIXg6qZacx3XLHseeAWooVjNpPqCHgZIwJAjAkcMRVjAR0bPNTy4SInrY0qcJBSaOMc9KuTNScVJ4RM7pu+IdtcFG9Ne58yMm9Epgl5JThsH5ElIJwnr02wTz01mzf6We2py6rtN6B8UuSJiFW6J/cs3U/7Xp2tRGOLU1BBSTalhdHWsyJKbruib21+qUpQhJU7jAcUlYWacsz7bxpOZ2nVvfRN/M0rN6j0rtDne9S1pwN7Pcc6Ddt3xjpz65XGt4RSjLmMP+zikeZ6ggXM00TJVPuIJz9aFJa2JNf2UWqXCs4tvy3r4ABJUkhU=</latexit>

p1
<latexit sha1_base64="Zf9vpoDnvvVWE/i1D6GV7DR3xkE=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkVwFZIq6LLgpsuKthVqKcl0WkPTJEwmSimCP+BWP038A/0L74xTUIvohCRnzr3nzNx7gzQKM+m6rwVrYXFpeaW4Wlpb39jcKm/vtLIkF4w3WRIl4irwMx6FMW/KUEb8KhXcHwcRbwejMxVv33KRhUl8KScp7479YRwOQuZLoi7SntcrV1zH1cueB54BFZjVSMovuEYfCRhyjMERQxKO4COjpwMPLlLiupgSJwiFOs5xjxJpc8rilOETO6LvkHYdw8a0V56ZVjM6JaJXkNLGAWkSyhOE1Wm2jufaWbG/eU+1p7rbhP6B8RoTK3FD7F+6WeZ/daoWiQFOdQ0h1ZRqRlXHjEuuu6Jubn+pSpJDSpzCfYoLwkwrZ322tSbTtave+jr+pjMVq/bM5OZ4V7ekAXs/xzkPWlXHO3Kq58eVmmNGXcQe9nFI8zxBDXU00CTvIR7xhGerbsVWbt19ploFo9nFt2U9fAD2NpAJ</latexit>

0
<latexit sha1_base64="sgpKT8Xn+fejqto4py0TAiOr/pM=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwFZIq6LIgiMsWbC3UIsl0WofmxWQilKI/4Fa/TfwD/QvvjCmoRXRCkjPn3nNm7r1BGopMue5ryVpYXFpeKa9W1tY3Nreq2zudLMkl422WhInsBn7GQxHzthIq5N1Ucj8KQn4VjM90/OqOy0wk8aWapLwf+aNYDAXzFVEt96Zacx3XLHseeAWooVjNpPqCawyQgCFHBI4YinAIHxk9PXhwkRLXx5Q4SUiYOMc9KqTNKYtThk/smL4j2vUKNqa99syMmtEpIb2SlDYOSJNQniSsT7NNPDfOmv3Ne2o89d0m9A8Kr4hYhVti/9LNMv+r07UoDHFqahBUU2oYXR0rXHLTFX1z+0tVihxS4jQeUFwSZkY567NtNJmpXffWN/E3k6lZvWdFbo53fUsasPdznPOgU3e8I6feOq41nGLUZexhH4c0zxM0cIEm2sb7EU94ts6t0Mqs/DPVKhWaXXxb1sMHu1ePJQ==</latexit>•<latexit sha1_base64="pXkActCnptZX5e3i8T2Zzct4Moo=">AAACynicjVHLSsNAFD2Nr1pfVZdugkVwFZIq6LLgxoWLCvYBtkgyndbQyYPJRCjFnT/gVj9M/AP9C++MKahFdEKSM+eec2fuvUEqwky57mvJWlhcWl4pr1bW1jc2t6rbO+0sySXjLZaIRHYDP+MijHlLhUrwbiq5HwWCd4LxmY537rjMwiS+UpOU9yN/FIfDkPmKqE4vyIXg6qZacx3XLHseeAWooVjNpPqCHgZIwJAjAkcMRVjAR0bPNTy4SInrY0qcJBSaOMc9KuTNScVJ4RM7pu+IdtcFG9Ne58yMm9Epgl5JThsH5ElIJwnr02wTz01mzf6We2py6rtN6B8UuSJiFW6J/cs3U/7Xp2tRGOLU1BBSTalhdHWsyJKbruib21+qUpQhJU7jAcUlYWacsz7bxpOZ2nVvfRN/M0rN6j0rtDne9S1pwN7Pcc6Ddt3xjpz65XGt4RSjLmMP+zikeZ6ggXM00TJVPuIJz9aFJa2JNf2UWqXCs4tvy3r4ABJUkhU=</latexit>

Tp1
@⌦

<latexit sha1_base64="orp4N1INrpUv8jH5DEUwrFz2PBM=">AAAC2nicjVHLSsNAFD3GV62vqLhyEyyCq5KooEvBjTsr9AWtlEk61sG8mEyEUty4E7f+gFv9IPEP9C+8M6bgA9EJSc6ce8+Zuff6aSgy5bovE9bk1PTMbGmuPL+wuLRsr6w2sySXAW8ESZjIts8yHoqYN5RQIW+nkrPID3nLvzzS8dYVl5lI4roapvwsYoNYnIuAKaJ69nq9N0p73nU3ZVIJFnZPIj5gPbviVl2znJ/AK0AFxaol9jO66CNBgBwROGIowiEYMno68OAiJe4MI+IkIWHiHNcokzanLE4ZjNhL+g5o1ynYmPbaMzPqgE4J6ZWkdLBFmoTyJGF9mmPiuXHW7G/eI+Op7zakv194RcQqXBD7l26c+V+drkXhHAemBkE1pYbR1QWFS266om/ufKpKkUNKnMZ9ikvCgVGO++wYTWZq171lJv5qMjWr90GRm+NN35IG7H0f50/Q3Kl6u9Wd073KYbUYdQkb2MQ2zXMfhzhGDQ3yHuEBj3iyutaNdWvdfaRaE4VmDV+Wdf8Oq42YJw==</latexit>

Cp1
<latexit sha1_base64="Kd9BevQww4ZdT467vStIQOBMfZQ=">AAACynicjVHLSsNAFD2Nr/quunQTLIKrkFTBdlfoxoWLCvYBtZQkndahaRImE6GE7vwBt/ph4h/oX3hnTKEuik5Icufcc87MvdeLA55I2/4oGGvrG5tbxe2d3b39g8PS0XE7iVLhs5YfBZHoem7CAh6yluQyYN1YMHfqBazjTRoq33liIuFReC9nMetP3XHIR9x3JUGdxiCLB858UCrblq2XuRTUatWK7ZhOjpSRr2ZUescDhojgI8UUDCEkxQFcJPT04MBGTFgfGWGCIq7zDHPskDYlFiOGS+iEvmPa9XI0pL3yTLTap1MCegUpTZyTJiKeoFidZup8qp0Vuso7057qbjP6e7nXlFCJR0L/0i2Y/9WpWiRGqOoaONUUa0RV5+cuqe6Kurm5VJUkh5gwFQ8pLyj2tXLRZ1NrEl276q2r85+aqVC193Nuii91SxrwYorm6qBdsZxLq3J3Va5b+aiLOMUZLmie16jjBk20dJUveMWbcWsIY2ZkP1SjkGtO8GsZz9+jupHo</latexit>

!
<latexit sha1_base64="JjmGYpc4fgmn8DWDnkSIQiZT47M=">AAACyXicjVHLTsJAFD3UF+ILdemmkZi4aqYoCDsSNyZuMJFHIsS0ZcBqX7ZTIxJX/oBb/THjH+hfeGcsiS6ITtP2zrnnnJl7rx15biIYe89pc/MLi0v55cLK6tr6RnFzq52EaezwlhN6Ydy1rYR7bsBbwhUe70Yxt3zb4x375ljmO3c8TtwwOBfjiPd9axS4Q9exBEHtXujzkXVZLDGjXqtUGNOZYZoHrFKlgJXr1ZqpmwZTq4RsNcPiG3oYIISDFD44AgiKPVhI6LmACYaIsD4mhMUUuSrP8YgCaVNicWJYhN7Qd0S7iwwNaC89E6V26BSP3piUOvZIExIvpliepqt8qpwlOst7ojzl3cb0tzMvn1CBK0L/0k2Z/9XJWgSGqKkaXKopUoiszslcUtUVeXP9R1WCHCLCZDygfEyxo5TTPutKk6jaZW8tlf9QTInKvZNxU3zKW9KAp1PUZwftsmEeGOWzw1LDyEadxw52sU/zPEIDJ2iiRd7XeMYLXrVT7Va71x6+qVou02zj19KevgBbrZHR</latexit>

•<latexit sha1_base64="AobKPUfbIv4uMCGQoBqXEVZoERk=">AAACynicjVHLSsNAFD2Nr1pfVZdugkVwFRIt1u4Kbly4qGAf0BZJ0mkNnTyYTIRS3PkDbvXDxD/Qv/DOmEJdFJ2Q5M6555yZe6+X8CCVtv1RMFZW19Y3ipulre2d3b3y/kE7jTPhs5Yf81h0PTdlPIhYSwaSs24imBt6nHW8yZXKdx6ZSIM4upPThA1CdxwFo8B3JUGdvpdxzuR9uWJbtl7mQlCv15yLqunkSAX5asbld/QxRAwfGUIwRJAUc7hI6enBgY2EsAFmhAmKAp1neEKJtBmxGDFcQif0HdOul6MR7ZVnqtU+ncLpFaQ0cUKamHiCYnWaqfOZdlboMu+Z9lR3m9Lfy71CQiUeCP1LN2f+V6dqkRjhUtcQUE2JRlR1fu6S6a6om5sLVUlySAhT8ZDygmJfK+d9NrUm1bWr3ro6/6mZClV7P+dm+FK3pAHPp2guD9pnlnNund1WKw0rH3URRzjGKc2zhgau0URLV/mCV7wZN4Ywpsbsh2oUcs0hfi3j+RtkLpI5</latexit>

expp1
<latexit sha1_base64="1fMbfURKk6ckNl4o0iMdmfvO1nI=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugkVwFZIq6LLgxmUF+4BWQpJOa2iahGRSWkJ24tYfcKu/JP6B/oV3xhTUIjohyZlz7zkz914n8r2EG8ZrSVlaXlldK69XNja3tnfU3b1WEqaxy5pu6Idxx7ET5nsBa3KP+6wTxcweOz5rO6MLEW9PWJx4YXDNZxG7GdvDwBt4rs2JslS1x9mUZ2wa5VYWWWZuqVVDN+TSFoFZgCqK1QjVF/TQRwgXKcZgCMAJ+7CR0NOFCQMRcTfIiIsJeTLOkKNC2pSyGGXYxI7oO6Rdt2AD2gvPRKpdOsWnNyalhiPShJQXExanaTKeSmfB/uadSU9xtxn9ncJrTCzHLbF/6eaZ/9WJWjgGOJc1eFRTJBlRnVu4pLIr4ubal6o4OUTECdyneEzYlcp5nzWpSWTtore2jL/JTMGKvVvkpngXt6QBmz/HuQhaNd080WtXp9W6Xoy6jAMc4pjmeYY6LtFAk7wneMQTnpW2kit3yv1nqlIqNPv4tpSHD0h2lnk=</latexit>

v
<latexit sha1_base64="rWxdqLDuuSkmsEmL+QDQW6IhFtY=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwFZIq2O4KgrhswT6gFknSaR2aF5NJoRT9Abf6beIf6F94Z0yhLopOSHLn3HPOzL3XSwKeStv+KBhr6xubW8Xt0s7u3v5B+fCok8aZ8Fnbj4NY9Dw3ZQGPWFtyGbBeIpgbegHrepNrle9OmUh5HN3JWcIGoTuO+Ij7riSoNX0oV2zL1stcCur1WtV2TCdHKshXMy6/4x5DxPCRIQRDBElxABcpPX04sJEQNsCcMEER13mGJ5RImxGLEcMldELfMe36ORrRXnmmWu3TKQG9gpQmzkgTE09QrE4zdT7Tzgpd5T3XnupuM/p7uVdIqMQjoX/pFsz/6lQtEiPUdA2cako0oqrzc5dMd0Xd3FyqSpJDQpiKh5QXFPtaueizqTWprl311tX5T81UqNr7OTfDl7olDXgxRXN10KlazoVVbV1WGlY+6iJOcIpzmucVGrhFE23t/YJXvBk3RmCkRvZDNQq55hi/lvH8DaOqj4g=</latexit>

expp1
(v)

<latexit sha1_base64="JJ+e/5lW5hI8YRjpCBf4u36RADk=">AAAC2HicjVHLTsJAFD3UF+KrytJNIzHBDWnRRNiRuHGJiTwiENKWARtK27RTAiEk7oxbf8CtfpHxD/QvvDOWBBdEp2l759xzzsy91wpcJ+K6/pFS1tY3NrfS25md3b39A/XwqB75cWizmu27fti0zIi5jsdq3OEuawYhM0eWyxrW8ErkG2MWRo7v3fJpwDojc+A5fcc2OUFdNdvmbMJnbBLMu7Oga8zz47OumtMLulzaUlAul4q6oRkJkkOyqr76jjZ68GEjxggMHjjFLkxE9LRgQEdAWAczwkKKHJlnmCND2phYjBgmoUP6DmjXSlCP9sIzkmqbTnHpDUmp4ZQ0PvFCisVpmszH0lmgq7xn0lPcbUp/K/EaEcpxT+hfugXzvzpRC0cfJVmDQzUFEhHV2YlLLLsibq4tVcXJISBMxD3KhxTbUrnosyY1kaxd9NaU+U/JFKjY2wk3xpe4JQ14MUVtdVAvFozzQvHmIlcpJKNO4xgnyNM8L1HBNaqokfcUL3jFm3KnPCiPytMPVUklmix+LeX5G+oyl3s=</latexit>

@⌦
<latexit sha1_base64="83kUrSmo3bCaq3dv+ga+cVe18v4=">AAAC1HicjVHLSgMxFD2O7/po1aWbwSK4KlMVdCm4caeCrQVbJDPGGpp5kMkIpboSt/6AW/0m8Q/0L7yJKahFNMPMnJx7zk3uvWEmRa6D4HXMG5+YnJqemS3NzS8slitLy808LVTEG1EqU9UKWc6lSHhDCy15K1OcxaHkp2Fv38RPr7nKRZqc6H7GOzHrJuJSREwTdV4ptzOmtGDSbx/GvMvOK9WgFtjlj4K6A1W4dZRWXtDGBVJEKBCDI4EmLMGQ03OGOgJkxHUwIE4REjbOcYsSeQtScVIwYnv07dLuzLEJ7U3O3LojOkXSq8jpY508KekUYXOab+OFzWzY33IPbE5ztz79Q5crJlbjiti/fEPlf32mFo1L7NoaBNWUWcZUF7kshe2Kubn/pSpNGTLiDL6guCIcWeewz7715LZ201tm429WaVizj5y2wLu5JQ24/nOco6C5Watv1TaPt6t7NTfqGaxiDRs0zx3s4QBHaNiZP+IJz17Tu/HuvPtPqTfmPCv4tryHD5O1lWA=</latexit>

q
<latexit sha1_base64="vN+8gDhtrQusHyrRXUtqRBllbHc=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwFZIq2O4KgrhswT6gFknSaR2al5OJUIr+gFv9NvEP9C+8M6ZQF0UnJLlz7jln5t7rJQFPpW1/FIyV1bX1jeJmaWt7Z3evvH/QSeNM+Kztx0Esep6bsoBHrC25DFgvEcwNvYB1vcmlyncfmUh5HN3IacIGoTuO+Ij7riSo9XBXrtiWrZe5ENTrtartmE6OVJCvZlx+xy2GiOEjQwiGCJLiAC5SevpwYCMhbIAZYYIirvMMTyiRNiMWI4ZL6IS+Y9r1czSivfJMtdqnUwJ6BSlNnJAmJp6gWJ1m6nymnRW6zHumPdXdpvT3cq+QUIl7Qv/SzZn/1alaJEao6Ro41ZRoRFXn5y6Z7oq6ublQlSSHhDAVDykvKPa1ct5nU2tSXbvqravzn5qpULX3c26GL3VLGvB8iubyoFO1nDOr2jqvNKx81EUc4RinNM8LNHCNJtra+wWveDOujMBIjeyHahRyzSF+LeP5G5fKj4M=</latexit>

•<latexit sha1_base64="KDQPfhusFXsDpaz4cvj9WUYeQq8=">AAACynicjVHLSsNAFD2Nr/quunQTLIKrkFTBdldw48JFBfuAtkiSTuvQaRImE6EUd/6AW/0w8Q/0L7wzplAXRSckuXPuOWfm3hskgqfKdT8K1srq2vpGcXNre2d3b790cNhK40yGrBnGIpadwE+Z4BFrKq4E6ySS+ZNAsHYwvtL59iOTKY+jOzVNWH/ijyI+5KGvCGr3gkwIpu5LZddxzbIXglqtWnE928uRMvLViEvv6GGAGCEyTMAQQVEs4COlpwsPLhLC+pgRJiniJs/whC3SZsRixPAJHdN3RLtujka0156pUYd0iqBXktLGKWli4kmK9Wm2yWfGWaPLvGfGU99tSv8g95oQqvBA6F+6OfO/Ol2LwhBVUwOnmhKD6OrC3CUzXdE3txeqUuSQEKbjAeUlxaFRzvtsG01qate99U3+0zA1qvdhzs3wpW9JA55P0V4etCqOd+5Ubi/KdScfdRHHOMEZzfMSdVyjgaap8gWveLNuLGlNrdkP1SrkmiP8WtbzN1RYkjI=</latexit>p2
<latexit sha1_base64="WIFbE0sRizVjpLNkvKZ9yC+BDJ0=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkVwFZIq6LLgpsuKthVqKcl0WkPTJEwmSimCP+BWP038A/0L74xTUIvohCRnzr3nzNx7gzQKM+m6rwVrYXFpeaW4Wlpb39jcKm/vtLIkF4w3WRIl4irwMx6FMW/KUEb8KhXcHwcRbwejMxVv33KRhUl8KScp7479YRwOQuZLoi7SXrVXrriOq5c9DzwDKjCrkZRfcI0+EjDkGIMjhiQcwUdGTwceXKTEdTElThAKdZzjHiXS5pTFKcMndkTfIe06ho1przwzrWZ0SkSvIKWNA9IklCcIq9NsHc+1s2J/855qT3W3Cf0D4zUmVuKG2L90s8z/6lQtEgOc6hpCqinVjKqOGZdcd0Xd3P5SlSSHlDiF+xQXhJlWzvpsa02ma1e99XX8TWcqVu2Zyc3xrm5JA/Z+jnMetKqOd+RUz48rNceMuog97OOQ5nmCGupooEneQzziCc9W3Yqt3Lr7TLUKRrOLb8t6+AD4lpAK</latexit>

•<latexit sha1_base64="G0e9HEiEPyUqxPqUkGDcY/f4/J4=">AAAC9XicjVHLSsNAFD3G97vq0k2wCC6kTGpB3QluXCpYFdoiSRxrcJqEyUSR0t9w507c+gNu9RfEP9C/8M41AV2ITkhy5txzzsydCVIVZUaItyFneGR0bHxicmp6ZnZuvrKweJQluQ5lM0xUok8CP5MqimXTREbJk1RLvxcoeRxc7tr68ZXUWZTEh+YmlZ2e342j8yj0DVGnFdFvc0hLd4NOX9QEDW9znYG3XWfgie3GoB3kSkkzOK1US5VbqtxS5XpcEqKKYuwnlVe0cYYEIXL0IBHDEFbwkdHTggeBlLgO+sRpQhHXJQaYIm9OKkkKn9hL+nZp1irYmOY2M2N3SKsoejU5XaySJyGdJmxXc7mec7Jlf8vuc6bd2w39gyKrR6zBBbF/+Urlf322F4NzbHEPEfWUMmO7C4uUnE/F7tz91pWhhJQ4i8+orgmH7CzP2WVPxr3bs/W5/s5Ky9p5WGhzfNhd0gWXt+j+Do7qNW+jVj9oVHdqxVVPYBkrWKP73MQO9rCPJmXf4gnPeHGunTvn3nn4kjpDhWcJP4bz+Ak9UJ9U</latexit>

0
<latexit sha1_base64="o6vDAIr+1Z1EwDkQ1N2PMLEbenc=">AAACxHicjVHLSsNAFD2Nr/quunQTLIKrMKmF2l1BEJct2AfUIkk6raFpEpKJUIr+gFv9NvEP9C+8c01BF0UnJDlz7j1n5t7rxoGfKiHeC8bK6tr6RnFza3tnd2+/dHDYSaMs8WTbi4Io6blOKgM/lG3lq0D24kQ6UzeQXXdyqePdB5mkfhTeqFksB1NnHPoj33MUUS1xVyoLS9CyayYDu15hYIt61bQ5JEQZ+WpGpTfcYogIHjJMIRFCEQ7gIKWnDxsCMXEDzIlLCPkcl3jEFmkzypKU4RA7oe+Ydv2cDWmvPVNWe3RKQG9CShOnpIkoLyGsTzM5nrGzZpd5z9lT321Gfzf3mhKrcE/sX7pF5n91uhaFES64Bp9qipnR1Xm5S8Zd0Tc3f1SlyCEmTuMhxRPCHisXfTZZk3LturcOxz84U7N67+W5GT71LWnAiymay0GnYtnnVqVVLTesfNRFHOMEZzTPGhq4RhNt9n7GC16NKyMwUiP7TjUKueYIv5bx9AUJYI9H</latexit>

w
<latexit sha1_base64="Vx0IueNdoajUkpPoT2DFjiRqRco=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwFZIq2O4KgrhswT6gFknSaQ3Ni8xEKUV/wK1+m/gH+hfeGadQF0UnJLlz7jln5t7rpWHAhW1/FIyV1bX1jeJmaWt7Z3evvH/Q4Ume+aztJ2GS9TyXszCIWVsEImS9NGNu5IWs600uZb77wDIeJPGNmKZsELnjOBgFvisIaj3elSu2ZatlLgT1eq1qO6ajkQr0aibld9xiiAQ+ckRgiCEoDuGC09OHAxspYQPMCMsoClSe4Qkl0ubEYsRwCZ3Qd0y7vkZj2ktPrtQ+nRLSm5HSxAlpEuJlFMvTTJXPlbNEl3nPlKe825T+nvaKCBW4J/Qv3Zz5X52sRWCEmqohoJpShcjqfO2Sq67Im5sLVQlySAmT8ZDyGcW+Us77bCoNV7XL3roq/6mYEpV7X3NzfMlb0oDnUzSXB52q5ZxZ1dZ5pWHpURdxhGOc0jwv0MA1mmgr7xe84s24MkKDG/kP1ShozSF+LeP5G6YKj4k=</latexit>

w
<latexit sha1_base64="Vx0IueNdoajUkpPoT2DFjiRqRco=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwFZIq2O4KgrhswT6gFknSaQ3Ni8xEKUV/wK1+m/gH+hfeGadQF0UnJLlz7jln5t7rpWHAhW1/FIyV1bX1jeJmaWt7Z3evvH/Q4Ume+aztJ2GS9TyXszCIWVsEImS9NGNu5IWs600uZb77wDIeJPGNmKZsELnjOBgFvisIaj3elSu2ZatlLgT1eq1qO6ajkQr0aibld9xiiAQ+ckRgiCEoDuGC09OHAxspYQPMCMsoClSe4Qkl0ubEYsRwCZ3Qd0y7vkZj2ktPrtQ+nRLSm5HSxAlpEuJlFMvTTJXPlbNEl3nPlKe825T+nvaKCBW4J/Qv3Zz5X52sRWCEmqohoJpShcjqfO2Sq67Im5sLVQlySAmT8ZDyGcW+Us77bCoNV7XL3roq/6mYEpV7X3NzfMlb0oDnUzSXB52q5ZxZ1dZ5pWHpURdxhGOc0jwv0MA1mmgr7xe84s24MkKDG/kP1ShozSF+LeP5G6YKj4k=</latexit>

expp2
<latexit sha1_base64="phL+6OlFlaaycQNbdnT7xoFw9Tk=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugkVwFZIq6LLgxmUF+4BWQpJOa2iahGRSWkJ24tYfcKu/JP6B/oV3xhTUIjohyZlz7zkz914n8r2EG8ZrSVlaXlldK69XNja3tnfU3b1WEqaxy5pu6Idxx7ET5nsBa3KP+6wTxcweOz5rO6MLEW9PWJx4YXDNZxG7GdvDwBt4rs2JslS1x9mUZ2wa5VYWWbXcUquGbsilLQKzAFUUqxGqL+ihjxAuUozBEIAT9mEjoacLEwYi4m6QERcT8mScIUeFtCllMcqwiR3Rd0i7bsEGtBeeiVS7dIpPb0xKDUekCSkvJixO02Q8lc6C/c07k57ibjP6O4XXmFiOW2L/0s0z/6sTtXAMcC5r8KimSDKiOrdwSWVXxM21L1VxcoiIE7hP8ZiwK5XzPmtSk8jaRW9tGX+TmYIVe7fITfEubkkDNn+OcxG0arp5oteuTqt1vRh1GQc4xDHN8wx1XKKBJnlP8IgnPCttJVfulPvPVKVUaPbxbSkPH0rXlno=</latexit>

H
<latexit sha1_base64="6J2Kl0E4usOqrqfG6xiZFWY/lMk=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwFZIq2O4KgnTZgn1ALZKk0xqaF5OJUIr+gFv9NvEP9C+8M06hLopOSHLn3HPOzL3XS8MgE7b9UTDW1jc2t4rbpZ3dvf2D8uFRN0ty7rOOn4QJ73tuxsIgZh0RiJD1U87cyAtZz5tey3zvkfEsSOJbMUvZMHIncTAOfFcQ1G7elyu2ZatlLgX1eq1qO6ajkQr0aiXld9xhhAQ+ckRgiCEoDuEio2cABzZSwoaYE8YpClSe4Qkl0ubEYsRwCZ3Sd0K7gUZj2kvPTKl9OiWkl5PSxBlpEuJxiuVppsrnylmiq7znylPebUZ/T3tFhAo8EPqXbsH8r07WIjBGTdUQUE2pQmR1vnbJVVfkzc2lqgQ5pITJeER5TrGvlIs+m0qTqdplb12V/1RMicq9r7k5vuQtacCLKZqrg27Vci6savuy0rD0qIs4wSnOaZ5XaKCJFjrK+wWveDNujNDIjPyHahS05hi/lvH8DTZqj1o=</latexit>

Tp2
@⌦

<latexit sha1_base64="GLv1I3RDSleJKYGcFjqcCJ1VPhw=">AAAC3HicjVG7SgQxFD2O7/eqhYVNcBGsluz47gQbOxVcFVxdMmNcw86LTEaQxc5ObP0BW/0e8Q/0L7yJs6CFaIaZOTn3npN7c4MsUrnh/K3P6x8YHBoeGR0bn5icmq7MzB7laaFD2QjTKNUngchlpBLZMMpE8iTTUsRBJI+Dzo6NH19Lnas0OTQ3mTyLRTtRlyoUhqhWZf6w1c1a/i1rZkIbJSLW3ItlW7QqVV7jnPt8nVng+1trFtRX+Pomq9sQrSrKtZ9WXtHEBVKEKBBDIoEhHEEgp+cUdXBkxJ2hS5wmpFxc4hZjpC0oS1KGILZD3zbtTks2ob31zJ06pFMiejUpGZZIk1KeJmxPYy5eOGfL/ubddZ62thv6B6VXTKzBFbF/6XqZ/9XZXgwusel6UNRT5hjbXVi6FO5WbOXsW1eGHDLiLL6guCYcOmXvnpnT5K53e7fCxd9dpmXtPixzC3zYKmnAvSmy38GRX6uv1PyD1ep2rRz1CBawiGWa5wa2sYt9NFz9T3jGi3fu3Xn33sNXqtdXaubwY3mPnwJLmKg=</latexit>

Figure 3. Illustration of the various objects attached to a geodesically convex open subset
ω ⊂ ∂Ω; (on the right) the tangent cone Cp1

to the point p1; (on the left) the point q is
such that d∂Ω(p2, q) = d∂Ω(q, ∂ω), and so the half-space H ⊂ Tp2

∂Ω which is normal to the
velocity vector w = γ′(1) of the associated minimizing geodesic γ is exactly the tangent cone
to ω at p2.

Let H denote the set

H :=

{
expp

(
t
v

|v|

)
: v ∈ H and 0 < t < rinj

}
,

where H is the supporting half-space to ω at p characterized by (A.9). Due to Proposition A.1, we also
obtain the following estimate

(A.10) ρω(x) =

∫
∂Ω\ω

ds(y)

|x− y|d ≥
∫
B∂Ω(p,rinj)\H

ds(y)

|x− y|d .

Since the geodesic distance d∂Ω(x, y) between x and any point y ∈ ∂Ω is always larger than the corresponding
Euclidean distance |x− y|, we conclude that

ρω(x) ≥
∫
B∂Ω(p,rinj)\H

ds(y)

d∂Ω(x, y)d
.

Using the change of variables of Lemma A.2 based on the exponential mapping B(0, rinj) ⊂ Tp∂Ω →
B∂Ω(p, rinj) ⊂ ∂Ω, we then get

ρω(x) ≥ C
∫
{y∈B(0,rinj), y1>0}

dy

d∂Ω(x, expp(y))d
,

where y = (y1, . . . , yd−1) are the coordinates of the integration variable y in an orthonormal frame of Tp∂Ω,
with the first coordinate vector being the outer normal to H. The triangle inequality for the geodesic
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distance, and a change of variables yields

ρω(x) ≥ C

∫
{y∈B(0,rinj), y1>0}

dy

(δ + d∂Ω(p, expp(y))d

=
C

δd

∫
{y∈B(0,rinj), y1>0}

dy(
1 + 1

δd
∂Ω(p, expp(y)

)d
=

C

δ

∫
{z∈B(0,

rinj
δ ), z1>0}

dz(
1 + 1

δd
∂Ω(p, expp(δz)

)d .
Let ` > 0 be the maximum length of a geodesic segment on ∂Ω; obviously δ ≤ `, and so

(A.11)

ρω(x) ≥ C

δ

∫
{z∈B(0,

rinj
` ), z1>0}

dz(
1 + 1

δd
∂Ω(p, expp(δz)

)d
=

C

δ

∫
{z∈B(0,

rinj
` ), z1>0}

dz

(1 + |z|)d
.

In the last line we have used that, according to (A.2)

d∂Ω(p, expp(δz)) = δd∂Ω(p, expp(z)) = δ|z|, as long as δz ∈ B(0, rinj) ,

together with the fact that |z| < rinj

` implies δ|z| < δ
` rinj ≤ rinj. The estimate (A.11) immediately shows

that there exists a constant c > 0 which depends only on the properties of ∂Ω (and not on the set ω) such
that

∀x ∈ ω, ρω(x) ≥ c

d∂Ω(x, ∂ω)
.

Finally, this gives

D(ω) =

∫
ω

1

ρω(x)
ds(x) ≤ C

∫
ω

d∂Ω(x, ∂ω) ds(x) ,

which is the desired upper bound. �

Remark A.1. Combining Lemma A.3 with Lemma A.5, we immediately obtain that the “capacity” e(Dε)
of the planar disk Dε with center 0 and radius ε defined in (2.14) satisfies the estimate

e(Dε) ≤ C2ε
2 if d = 2, and e(Dε) ≤ C3ε

3 if d = 3 ,

for some universal constants C2 and C3.

Appendix B. The Peetre lemma

For the convenience of the reader, we recall Peetre’s lemma, which provides a convenient sufficient condition
for an operator to be Fredholm; see for instance [56], [47] (Chap. 2, §5.2), and also [64] for the precise version
below, an interesting proof and useful application examples.

Lemma B.1. Let (E, || · ||E) be a Banach space, (F, || · ||F ) and (G, || · ||G) be normed vector spaces. Let
A : E → F and B : E → G be bounded operators satisfying the following conditions:

(i) There exists a constant C > 0 such that,

∀u ∈ E, ||u||E ≤ C
(
||Au||F + ||Bu||G

)
.

(ii) The operator B is compact.

Then, A has closed range in F and finite-dimensional kernel in E.
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Appendix C. Equilibrium distributions

In this appendix, we collect some useful results from the literature about the equilibrium distributions asso-
ciated with certain integral operators.

Proposition C.1. Let D1 ⊂ Rd be defined by D1 :=
{
x = (x1, . . . , xd−1, 0) ∈ Rd, |x| < 1

}
. Then,

(i) If d = 2, the function φ ∈ H̃−1/2(D1) defined by

∀(x, 0) ∈ D1, φ(x) =
2

log 2
√

1− x2

satisfies

− 1

2π

∫
D1

log |x− y|φ(y) dy = 1 for x ∈ D1, and

∫
D1

φ(x) dx =
2π

log 2
.

(ii) If d = 2, the function φ ∈ H̃1/2(D) defined by

∀(x, 0) ∈ D1, φ(x) = −2
√

1− x2

satisfies

1

2π
f.p.
η↓0

∫
D1\(x−η,x+η)

1

|x− y|2φ(y) dy = 1 for x ∈ D1, and

∫
D1

φ(x) dx = −π .

(iii) If d = 3, the function φ ∈ H̃−1/2(D1) defined by

(C.1) ∀(x, 0) ∈ D1, φ(x) =
4

π
√

1− |x|2

satisfies

(C.2)
1

4π

∫
D1

1

|x− y|φ(y) dy = 1 for x ∈ D1, and

∫
D1

φ(x) ds(x) = 8 .

(iv) If d = 3, the function φ ∈ H̃1/2(D1) defined by

∀x ∈ D1, φ(x) = − 1

π

√
1− |x|2

satisfies

1

4π
f.p.
η→0

∫
D1\B(x,η)

1

|x− y|3φ(y) dy = 1 for x ∈ D1, and

∫
D1

φ(x) ds(x) = −2

3
.

The two-dimensional results (i) and (ii) can be proved by means of conformal mapping techniques; see
[49], Exercises 8.15 and 8.16. The item (iii) is a fairly well-known result about the capacitance of a flat disk in
3d, and we refer to [40] Exercise 3.3, or to [22] for an elegant proof using the connection with Abel’s integral
equation. Finally, for the item (iv), we refer to the articles [42, 48]; see also [60] where these results are used
to build a series expansions for the hypersingular operator, for the purpose of operator preconditioning.

Remark C.1. Let us comment about the physical significance of the formulas in Proposition C.1. The
points (i) and (iii) are concerned with the Newtonian potential. In particular, the equilibrium distribution φ
is the charge distribution on D1 which ensures that the induced electrostatic potential is constant (equals 1)
on D1. The total charge

∫
D1
ϕ ds associated with this distribution corresponds to the Newtonian version of

the capacity of D1.
The points (ii) and (iv) are perhaps a little more unfamiliar. The function φ is the dipole distribution on

D1 which ensures that the induced electric current through D1 is constant (equals 1). The quantity
∫
D1
φ ds

is the associated total dipole charge.
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Appendix D. Some useful results about integral operators with homogeneous kernels

In this section, we collect some useful properties of integral operators whose kernels satisfy specific homo-
geneity properties. This material is taken from Chap. 4 in [52].

Definition D.1. Let m be a non negative integer; a homogeneous kernel of class −m is a function K(x, z) ∈
C∞(Rd × Rd \ {0}) which satisfies the following properties:

• For all multi-indices α, β ∈ Nd,

sup
x∈Rd

sup
|z|=1

∣∣∣∣ ∂α∂xα ∂β

∂zβ
K(x, z)

∣∣∣∣ <∞ .

• For all x ∈ Rd and all index β with |β| = m, the function z 7→ ∂β

∂zβ
K(x, z) is odd and homogeneous

of degree −(d− 1), i.e.,

∀x ∈ Rd, z ∈ Rd \ {0} , t > 0,
∂β

∂zβ
K(x,−z) = − ∂β

∂zβ
K(x, z), and

∂β

∂zβ
K(x, tz) = t−(d−1) ∂

β

∂zβ
K(x, z) .

To each homogeneous kernel, it is possible to associate an integral operator TK , acting on functions
ϕ : ∂D → R, via the formula

(D.1) TKϕ(x) =

∫
∂D

K(x, x− y)ϕ(y) dy.

The following result specifies the mapping properties of this integral operator.

Theorem D.1. Let D ⊂ Rd be a smooth bounded domain, and let K(x, z) be a homogeneous kernel of class
−m, with associated operator TK defined in (D.1). Then for each s ∈ R, the mapping TK defines a bounded
operator

TK : Hs(∂D)→ Hs+m(∂D) ,

that is, there exists a constant Cs,D,K such that

∀ϕ ∈ Hs(∂D), ||TKϕ||Hs+m(∂D) ≤ Cs,D,K ||ϕ||Hs(∂D) .

The constant Cs,D,K , that is, the operator norm of TK : Hs(∂D)→ Hs+m(∂D), depends only on s, D, and
the kernel K. It can be estimated by

(D.2) Cs,D,K ≤ Cs,D sup
|α|≤k
|β|≤k

sup
x∈∂D

sup
|z|=1

∣∣∣∣ ∂α∂xα ∂β

∂zβ
K(x, z)

∣∣∣∣ ,
where k is a non negative integer which only depends on the space dimension d, and Cs,D is a constant which
depends only on d and the domain D.

Remark D.1. The above statement is Th. 4.3.1 in [52]. In that reference, the continuity constant of the
mappings TK : Hs(∂D)→ Hs+m(∂D) is not stated explicitly, but formula (D.2) is obtained by tracking the
dependence of this constant with respect to K throughout the proof.

We finally state the following result about the potential operator induced by a homogeneous kernel of
class −m; see [23] and [29] (Lemma 21.7).

Theorem D.2. Let D ⊂ Rd be a smooth bounded domain, and let K(x, z) be a homogeneous kernel of class
−m. Then for each s ∈ R, the associated potential operator:

TKϕ(x) =

∫
∂D

K(x, x− y)ϕ(y) dy, x /∈ ∂D,

is a bounded mapping from Hs(∂D) into Hs+m+ 1
2 (D) and H

s+m+ 1
2

loc (Rd \ D). For any compact subset

L b Rd \D, there exists a constant Cs,D,K,L such that,

∀ϕ ∈ Hs(∂D), ||TKϕ||
Hs+m+ 1

2 (D)
+ ||TKϕ||

Hs+m+ 1
2 (L)

≤ Cs,D,K,L||ϕ||Hs(∂D).
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[28] J. L. Doob, Classical potential theory and its probabilistic counterpart: Advanced problems, vol. 262, Springer Science &
Business Media, 2012.

[29] G. I. Eskin, Boundary value problems for elliptic pseudodifferential equations, Math. Monog., 52 (1980).
[30] G. B. Folland, Introduction to partial differential equations, Princeton university press, 1995.
[31] A. Friedman and M. Vogelius, Identification of small inhomogeneities of extreme conductivity by boundary measure-

ments: a theorem on continuous dependence, Archive for Rational Mechanics and Analysis, 105 (1989), pp. 299–326.
[32] R. Gadyl’shin, Perturbation of the laplacian spectrum when there is a change in the type of boundary condition on a

small part of the boundary, Computational mathematics and mathematical physics, 7 (1996), pp. 889–898.

55



[33] R. R. Gadyl’shin, Asymptotics of the eigenvalue of a singularly perturbed selfadjoint elliptic problem with a small param-
eter in the boundary conditions, Differentsial’nye Uravneniya, 22 (1986), pp. 640–652.

[34] D. Gilbarg and N. S. Trudinger, Elliptic partial differential equations of second order, Springer, 2015.

[35] R. Griesmaier, A general perturbation formula for electromagnetic fields in presence of low volume scatterers, ESAIM:
Mathematical Modelling and Numerical Analysis, 45 (2011), pp. 1193–1218.

[36] P. Grisvard, Elliptic problems in nonsmooth domains, SIAM, 2011.

[37] A. Henrot and M. Pierre, Shape Variation and Optimization, EMS Tracts in Mathematics Vol. 28, 2018.
[38] D. Holcman and Z. Schuss, The narrow escape problem, siam REVIEW, 56 (2014), pp. 213–257.

[39] G. C. Hsiao and W. L. Wendland, Boundary integral equations, Springer, 2008.
[40] J. D. Jackson, Classical electrodynamics, John Wiley & Sons, 2007.
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