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§ O. Introduction 

In [4] and [5], Griffiths constructs a generalised period map for algebraic 
manifolds and asks whether this map is locally injective. This is a problem related 
to the usual Torelli theorem for curves and therefore called Toretliproblem. 
In the papers mentioned Griffiths gives a cohomological criterion for solving 
this problem, provided the moduli are defined for the manifolds in question. 

By means of this criterion we prove the local Torelli theorem for complete 
intersections in projective n-space relative to the holomorphic k-forms, where k 
is the dimension of the manifold. Because there are no such forms if the canonical 
bundle is negative, we only have to deal with the case of trivial and ample canonical 
bundle. In case of surfaces with ample canonical bundle, this provides new 
examples for which the conjecture stated in [6], Problem 6. t is true. 

As to the organisation of the paper, we collect the necessary background 
material on deformation theory and the period map in the first two sections. In 
the next one the moduli are computed for the complete intersections mentioned. 
Then, in Section 4 and 5, the local Torelli problem is reduced to a question about 
polynomial ideals. Here we essentially use the criterion given by Griffiths (cf. 
Section 2). The question on polynomials is solved in Section 6. 

We employ the following (partly standard) notations and conventions: 
If W is a complex manifold, V a submanifold of W and F any holomorphic vector 
bundle on I4/, we set: 

F] V: the restriction of F to V. 
Moreover: 

0w: the trivial bundle on W. 
7w: the holomorphic tangent bundle on W. 

~?~v: the bundle of holomorphic d-forms on W. 
K w" the canonical bundle on W, i.e. f2'~v, where n = d i m  W. 
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Nv/w: the normal bundle of V in W, i.e. the quotient bundle arising in the 
exact sequence 

0-* Tv ~ rwl V--* Nv/w-*O . (0.1) 

Dualising this we find (p = codim w V): 

Kv ~- K w ®  APNv/w (adjunction formula). (0.2) 

We shall often identify a holomorphic vector bundle with its sheaf of holo- 
morphic sections. 

In case W = I P ,  we drop the subscripts W in the notations Ow, Tw, etc. If 
VCIP, is a complete intersection of s hypersurfaces V k of degree n k (k= 1 . . . .  , s) 
we put: V=  V(n 1 . . . . .  n,)= V(1 . . . . .  s). 

H denotes the hyperplane bundle on liD,, and F(k )=F®H k. Note that the 
normal bundle of V(1 . . . .  , s) in lP, is isomorphic to @~,= 1 Or(rig), SO by (0.2): 

Kv~Ov(n 1 + ... + n s - n -  1). (0.3) 

Therefore we put 2=~;~:  1 nk--(n+ 1). 
The submodule of the polynomial ring 11~[4o . . . . .  4,] consisting of homogeneous 

polynomials of degree k is denoted as a k. 
Remark that we may identify Hoop,, 0(k)) and ak after the choice of a fixed 

system of homogeneous coordinates on IP,: 

ik : ak ~ H°(lP,, 0(k)). 

We abbreviate: 

~kF = O/O4k F for any F e C[4o . . . . .  4.]- 

CAM: connected compact complex manifold. 
CAKM: Kiihler CAM. 
PAM: projective manifold. 

§ 1. Deformation Theory 

We collect some results on deformation theory from [7], [11], and [16]. 
A family of CAM's is a triple (¢/, re, B) of analytic spaces f~, B and a proper, 
simple, connected morphism n : ~F-.B. Put Vb=rC-l(b). A family of deformations 
of a CAM V o is a family (~//~, re, B) with a distinguished point b e B, together 
with an isomorphism i : Vo~ V b. Notat ion ( f ' ,  r~, B, i, b) or f ~ B  if no confusion 
arises. A morphism of families of deformations is required to be compatible 
with the given isomorphisms. 

If ~U'~B is as above and f :  (B', b')~(B,b) is a morphism of pointed spaces 
~Us=VxBB' becomes, in a natural way, a family of deformations of V 0 over B'; 
this is the family induced by f .  

We are only interested in the behavior near the distinguished point of B, 
which from now on shall be denoted as 0. So we consider two families over B 
as isomorphic as soon as their restrictions over some neighborhood of 0 e B are 
isomorphic. 
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A family f ~ B  is called complete if for any family ~ \ B '  there is a morphism f 
of some open neighborhood U of 0 e B' into B, such that ~¢U I U and ~ I  are iso- 
morphic over U. If the germ of f is unique, i.e. if ~U 0--- ~ I  implies f = g, then we 
call ~ B  a modular family and (B, 0) a space of moduli for V o. Such modular 
families do not always exist, but Kuranishi proved that complete families always 
exist [13]. He constructs a particular family Yg'\T, which is complete. This we 
call Kuranishi's family. Recall [7]: 

Lemma 1.1. The Zariski tangent space at 0 ~ T is of dimension dim H'(Tv); 
.furthermore codim T <d im  H2(Tv), where T is considered as an analytic subspace 
of a polycylinder in HI(Tv). 

Corollary 1.2. I f  H2(Tv) = 0 then T is non-singular at 0 and dim T = dim HI(Tv). 

Corollary 1.3. I f  f ' ~ B  is a modular family, it is isomorphic to f \ T .  

Proof. Cf. [16], lemma on page 404. 

In [16] some necessary and sufficient conditions are given for V o to have 
a space of moduli. In particular [16], corollary to Theorem 4.2: 

Lemma 1.4. If  T is reduced and dim HX(Tv~) is independent oft ~ T, there exists 
a modular family .['or V o. 

Remark 1.5. If HZ(Tv)=O then V need not have a space of moduli. However, 
in the cases at hand we shall also have H°(Tv)=O and it is well known that we 
have a space of moduli, even a smooth one (cf. [16]). 

Next we recall the definition of the Kodaira-Spencer map [11], [7]: Let 
(~, ~, B) be a complex family. Let T~ be the subbundle of T,- consisting of vector- 
fields tangent along the fibres of re. (Remark that these notions still make sense 
if B has singularities). There is a bundle sequence on ~/: 

O-, T--. T,.--.~z*fB~O. 

Its restriction to Vt gives: 

O- Tv ~ Td Vt-~ rc* TBI V, ~O . 

And the corresponding cohomology sequence provides us with maps: 

6 ,t : H°(~ * TBI Vt)--+ H l( rv) . 

Let Tt(B) be the Zariski tangent space at t. Since V, is compact and connected 
the map ~*: Tt(B)~H°(rc*T81Vt) is an isomorphism and we identify these two 

vectorspaces by means of ~*. So we obtain the map: 

~[: T,(U)--+ Ht(Tvt) . 

This is the Kodaira-Spencer map. It is easy to see that, if (F,f): ~ " \ B ~ ' ~ B '  is a 
morphism of families of deformations of Vo, there is a commutative diagram: 

To(B) ~ To(B') 

U l ( Tv o) 
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Furthermore it is well known that Qo ~ is an isomorphism for the Kuranishi 
family Y ' \ T  (cf. [13], [16]). 

Lemma 1.6. Let B be non-singular. I f  Qb is an isomorphism for all b ~ B, then 
~IF'~,B is a modular family. 

Proof. There is a morphism (F , f ) :~" ,B-~Y{ ' \T .  The above diagram shows 
that df is  injective, hence is bijective because dim B = dim H l(Tvo ) = dim T (cf. 1.1). 
So (F, f )  is a local isomorphism (cf. [7]) and T is non-singular. Now apply 1.4. 

Sometimes we shall need the principle of upper-semicontinuity: 

Theorem 1.7. (cf. [3], [14a]). Let ~ be a coherent analytic sheaf on ~ .  Let ~ '~B 
be a family of CAM's. Put E b = ~ /~ .  ~b where ~¢b is the maximal ideal of b ~ B. 
There is a neighborhood of 0 ~ B such that dim HP(Vb, Eb)=<dim HP(Vo, Eo) in this 
neighborhood. 

From now on all our varieties are assumed to be non-singular. If Y ' \ T  is a non- 
singular pair, forming a modular family of V o we call dim T the number of moduli 
of V o, notation #(Vo). 

We call ~"-.B a family of deformations of V in W if 
(i) It is a family of deformations of V-- V o. 

(ii) There is a holomorphic map q~ : ~ / /~W such that ~blVt is an embedding 
of Vr in W. There is an exact commutative diagram: 

o , Tv, ,T~IV, • '(~*TB)IV, , 0  

0 ' Tv, , ¢*rwlV~ , c~*Nv,/w , O. 

And in cohomology we obtain the commutative diagram: 

T,(B) ~ H~(Tv) 

H°(Nvjw) 

We quote from [10]: 

Theorem 1.8. I f  Hl(Nv/w)=O, there exists a family of deformations of V 

in W, say ~U",B, such that at is an isomorphism for all t ~ B. 

Corollary 1.9. If  H l(Nv/w) = H l(Twl V) = H°( Tv) = O, then there exists a modular 
family for V and/~(V) = dim HI(Tv). 

Proof. We take the family from 1.8. Consider the exact sequences 

O~ Tv ~ Twl Vt-~Nvdw~O 

this gives: 

O--, H°( Tv,)--+ H°( Twl Vt)~ H°(Nvdw) ~ . ,  HI( Tv,)~ H I( Tw[ Vt)-o. . . 

Now, for t near 0 ~ B we have by 1.7 that H°(Tv) = HI(Twl V~) = 0. Because at is an 
isomorphism, dim H°(Nv,/w) is equal to dim B. 
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So we have: dim H l ( T v ) = d i m  B - d i m  H°(TwlVt), hence by 1.7 dim Ht(Tv,) 
is constant for t e B. This implies [3], [14a], that ~ = ~ ,  ~8 HI(Tv,)is a holomorphic 
vectorbundle. Now ~ o = 6 . o . a o ,  so is onto and we may choose a submanifold 
A of B through 0, such that the Kodaira-Spencer map of UNA is an isomorphism 
at 0. Now the Q, fit together to give a bundle map Q: Ta~A~f , which is an isomor- 
phism at 0, hence in a neighborhood of 0 e A. So we may apply 1.6 to obtain the 
result. 

For  future reference we state a slightly modified form of 1.8 in a special case 
and its analogous implication: 

Theorem 1.8(a) (cf. [12]). I f  codim w V =  1 and H I ( [ v ] ) = 0 ,  the conclusion 
of 1.8 holds. Here [V] denotes the linebundle on W defined by the divisor V of W. 

Corollary l.9(a). I f  HI ( [V] )=HI(TwlV)=H°(Tv)=O , then there exists a 
modular family for V and/~(V) = dim HI(Tv). 

§ 2. The Period Map for Algebraic Manifolds 

We recall Griffith's results on the period mapping, see [4] and [5]; A small 
deformation of a C A K M  is always a C A K M  (cf. [11], Theorem 3.1). So if V 
is a P A M  we may assume that for any family of deformations of V = Vo, B is so 
small that 

(i) All V t are C A K M  (t ~ B). 
(ii) (p: ~ V  xB differentiably. 
So we have natural diffeomorphisms (Pt : Vt~ Vo, the inverse of which we denote 

by ~v,. If dim V=m, set 3~=H"(V, II;). Remark ~p*:Hm(Vt, C)~X.  The Hodge 
decomposition [9]: H'(V,, ~)_~ ®p+~=,, Hv,q(V~) gives a subspace St=~p*Hm'°(V~) 
of~.  Now dim Hm(Vt)= ~v+q =~, dim HP'q(Vt) is constant, whereas each dim HP'q(Vt) 
is upper-semicontinuous (1.7), hence is locally constant. So we may assume: 

(iii) dim H~'°(Vt) is locally constant, say k. 
Under the assumptions (i) up to (iii) we obtain a map from B into the Grass- 

mann-manifold of k-planes in 3E: 

O:B--,Gr(3i, k); t~+S t. 

this is the period map for f"~B.  In case there exists a modular family we ask 
whether f2 is locally injective for this family. This is the ToreUi problem. We recall 
([5], Theorem 1.1) that O is a holomorphic map and we may study the infinitesimal 
map: 

O, : To(B)o Ts~(o)(Gr(X , k)) . 

Now by [4], Lemma 4.2, T~o)(Gr(3~, k)) ~- Hom (H m'°, H m- 1,1 (~... OHo,m) in a 
canonical way and we thus obtain: 

O,:  To(B)~ Hom (H m'°, H "~- 1,10. . .  @ H ° " ) .  

The pairing T v ® K v ~  V- 1 defines a cup product (cf. appendix): 

u : HI(Tv)®H°(Kv)-oHI(f2'  ~- 1). 
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So we get a map" 

Hl(Tv)__,Hom (HO(Kv), n l ( o ~  1))= Horn (H m'°, H m- 1,1) 

0h{0: ~-*Ou~}. 

A central role is played by Proposition 1.20 of [5] : 
For  all 2 E To(B), 0,(2)  = Qo--~, where 0o is the Kodaira-Spencer map. In case 

the moduli are defined and equal to dim HI(Tv), the map Qo is an isomorphism 
(cf. remark before 1.6). So f2, is injective if and only if the cup-product c; has the 
following property: 

0u  ~: = 0 for all x ,  implies 0 = 0. 

We call this property, non-degenerate in the first factor. 
Dualising we find that the map 0 ~  {~c~Ou to} is into if and only if the dual map: 

{Hl(f~v - I)} *®H°(Kv)~-*{HI(Tv)} * 

~0®K~-*{0~-*~p(0UK)} is onto .  

In the appendix it is proven that this map corresponds to cup-product if we 
take the Serre-dual spaces, i.e. the above map is the cup-product 

k.) 1 : n m -  l ( f21)®HO(Kv)- ,n  m- I(Q~®Kv).  

So the above discussion shows that u is non-degenerate in the first factor if 
and only if w 1 is onto. Resuming: 

Proposition 2.1. Assume V has a modular family ( f ,  T), where T is a manifold 
of dimension dim HI(Tv). Then the period map for this family is locally injective 

one of the following equivalent conditions holds: 

(i) ~ "  Hl(Tv)®n°(Kv)-*nl(f2"~v- 1) 

is non-degenerate in the first factor. 

(ii) w i : Hm- I(Q~)®H°(Kv) ~ n m -  I(f2~®Kv) 

is onto. 

Example2.2. Let V be a P A M  with K v = O  v such that /~(V)=dimHl(Tv).  
Then condition (iii) is trivally fulfilled. In Section 3 we shall prove that complete 
intersections in lP, of hypersurfaces of degrees nl . . . .  , n~ such that ~ = 1 nk-  
(n + 1)= 0 belong to this type. 

We shall need a special case of 2.1 (i), namely assume V is a submanifold of I41. 
Assume H°(Kv)=bO and study the cohomology diagram of the bundle diagram: 

0 ' Tv i ' Twl V j , Nv/w ,0  

0 ' Tv®Kv  ~ TwIV®Kv ~ N v / w ® K v  ,0  
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0 ~ H°(Tv®Kv)  
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where .s denotes  the p roduc t  with s ~ H°(Kv). One finds: 

~'H°(TwlV)-- i* *H°(Nv/w) ~* 'HI(Tv) 'HI(TwIV) 

....... , H°( Tw} V ® Kv) ~ H°( Nv/w® Kv) ~ HI( Tv® Kv) - - - - - -o . . .  

Theorem 2.3. Assume #( V) = dim H I( Tv). Suppose moreover: 

H°( Tv) = H°( Tv® Kv) = H I( Tw[ V) = 0 

then Torelli holds locally if and only if the next condition is fulfilled: 
Suppose for v E H°(Nv/w) we have v u s 6  I m ( ] ® l ) ,  for all s6  H°(Kv), then 

s ~ lm  (],). 

Proof. F r o m  the above  d iag ram we see that  for any OeHl(Tv)  there is a 
v ~ H°(Nv/w) such that  b , v =  0. Because of commuta t iv i ty  and exactness:  

Ows=O*--w~se Im ( j® 1), 

and 

0 = 0*--w e I m  (j , ) .  

Together  with 2.1(i) this proves  the theorem.  

§ 3. Vanishing Theorems for Complete  Intersections 

We let V =  V(1 . . . .  , s)= ( ~ =  1 Vk where VkcIP n is a non-singular  hypersurface 
defined by (Pk=0 (q)kGank). Put  p = i d e a l  (~bl, ...,qSs). Recall Bott's theorem [1]:  

Theorem 3.1. HP(IP ,, f2q(k))=0, except for: 
(i) p = 0  k>q, 

(ii) p = n  k < q - n ,  
(iii) p = q k = 0 .  
The Serre-dual  of HP(IP,, T(k)) is 

H n -  p(lp,, ~-~1 ® K ( -  k))= H"-v(IP,, ~21(- k -  n -  1)), 

so we obta in  f rom 3.1 

Corollary 3.2. HP(]P,,, T(k)) = 0 except for: 
(i) p=n, k < - n - 2 ,  

(ii) p = 0 ,  k > - 2 ,  
(iii) p = n -  l ,  k = - n - 1.  

By means  of induct ion on the cod imens ion  of V and the exactness of  the 
sequences: 

O-*F(k-n~+ 1) ~ F(k) ~ F(k)/V(1 . . . . .  a+  1)- ,0  

valid for any vector  bundle F on V(1 . . . .  , a) we may  verify the first two assert ions 
of  the next l emma;  the last one can be found in [8], Theo rem 22.12. 
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Lemma 3.3. (i) HP(V, HkIv )=o  for 1 < p < d i m  V -  1 
(ii) HP(V, T(k)lV)=O for l < p < d i m  V - 2  and for p = d i m  V -  1 in case k#2.  

(iii) HP '~(V)=0/f  p#:q and p+q+n.  

By means of 3.3(i) we obtain inductively: 

Corollary 3.4. There exists an isomorphism Jk such that the next diagram 
commutes: 

~ , H°OP,,H k) O'k ~k 

~k/pC~ok ~ H°(V, HkI V) . 

Here r, is the restriction map, i k is the map defined in section O, and q is the natural 
quotient-map. 

Lemma 3.3 can also be used to solve the moduli-problem for V(1 . . . .  , s) with 
~ n k - ( n +  1)__>0: 

Theorem 3.5. I f  V is a complete intersection of hypersurfaces of degree n k 
( k = l  ..... s) such that 2=~,],=1 nk--(n+ l)>O, then #(V) is defined and equal to 
dim HI(Tr). 

Proof. (i) If V is a curve this is classical (cf. [7]) 
(ii) If dim V>2,  2 = 0  we have that HZ(Tv) is dual to Hm-2(f2~v)(m=dim V) 

[recall that Kv~-Ov(2), cf. (0.3]. So H2(Tv)=O, except if m=3,  by 3.3 (iii). So if 
m + 3  we may use 1.5. In case m = 3  we have that H°(Tv) is dual to H3'I(V)=0,  
by 3.3(iii). Moreover HI(T[V)=O by 3.3(ii) and Hl(Nv/p)=O, because 
Nv/F,~-(~= 10(nk) and Hx(V, Ov(nk))=O. Hence we may apply 1.9. 

(iii) In case 2 > 0 we have H I(T] V)= H a(Nv/~,)= 0 as in (ii). Moreover H°(Tv) 
m 1 is dual to H (f2v®Kv), now Kv is ample, so by [14], Theorem 7.9 we have that 

H l'm(Kv) = 0, so H°(Tv)= 0, apply then 1.9. 

Corollary 3.6. In case V is as in 3.5 with 2 = O, then the local Torelli theorem 
holds for V. 

Proof. Use 3.5 and 2.2. 

§ 4. Two Fundamental Diagrams 

On IP. we have the exact sequence: 

(I) 0 - - }0p .~ (~  "+' 0(1) .--~To0 

with v( f )= (f~o ..... f~,)  and n(L o . . . . .  L,) = ~ ,  = o LkO/C~R. Indeed exact ness turns 
out to be equivalent with Euler's relation: if F ~ a~, then ~ ,  = o ~kOkF = aF. 

Restricting (I) to V we get sequence (I)v and tensoring with Kv we obtairf 
(II)v. Recall that Kv~-Ov(2). Then by 3.3 and 3.4 we find for the cohomology 
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sequences of  (I) and  (I)v: 

0 ) ~  a ~ @ n + l  61 

1 + 
0 , ¢  ~. ) ( ~ " + '  H°(Ov(1)) 

where ~(c) = (C4o . . . . .  c4.). 
Similarly for (II) v we have:  

0 ) m  1 

0 ) m  2 

Similarly we have:  

, H°(T) ,0  

,,. , H°(rl  V) , 0  

0 , a~/pno~ , 0  " + 1  (a~+ 1/pna~+l) 

0 , H°(0v(2)) ~--~-~ @ " + 1 S ° ( 0 v ( 2 +  1)) ~---~ .H°(Tv®Kv)  , 0  

where cq( f )  = ( f4o  . . . .  , f4 . ) .  
We now use the fact that  j~ : aa/pc~ax~H°(Kv) (cf. 3.4) to see that  f rom these 

two d iagrams we m a y  derive the next p ropos i t ion :  

Propositions 4.1.In the preceding diagrams, put f l = n ,  o r,, resp. f l2=7~2, o r2,. 
Let ml  be the subspace of ( ~  "+ 1 al generated by (40, ..., 4,), resp. m E the subspace 
of @"+ 1 a z + 1 spanned by a~(4o, ..., 4,) and ( ~ " +  1 (pc~az). I f  s E H°(Kv) and S e a x 
such that ix(S)= s, there exists a commutative diagram: 

) ( ~ " + l a l - - ~ H ° ( T I V )  ,0  

,@"+~ a~+~ .--=~--* H° (T IV®Kv)  , 0 .  

Proposition 4.2. With s and S as in 4.1 we have a commutative diagram: 

0 ) @ ~  =1 (POO'n k) ) (~)~ =, a,~ , H°(Nv) ,0  

0 ,@~=l(pc~a.~+~) , (~=lan~+Z , H ° ( N v ® K v )  , 0 .  

§ 5. Reduction of Torelli to a Polynomial Problem 

From now on we assume that dim V > 2 and 2 > 0. We study the d iagram:  

0 - -  ' Tv i , T[ V j ~ Nv/~,. , 0  

0 , Tv®Kv ~--~-f~ T I V ® K v  j--7-c~Nv/~,®Kv ,0  ( seH°(Kv)) .  

We want  to apply  2.3. In the p roof  of  3.5 we derived that  H°(Tv)= HX(TI V ) =  0; 
we need only to see that  H°(Tv®Kv)=O. But Tv®Kv~-f2'~ -1, so H°(O~v-1)=0 
by 3.3. So applying 3.5 we find" 
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l ~ m m a  5.1. Torelli holds for V if and only if the next condition is fulfilled: 
Suppose v e H°(Nv/~,) is such that vwK~ I m ( j ® l ) ,  for all • ~ H°(Kv), then 

v 6 Im j , .  
We want  to specify I m j ,  and I m ( j ® l ) , .  We  use 4.1 and 4,2: 

Proposit ion 5.2. There are commutative diagrams: 

0 , m ,  '(~"+~al ~ H°(TI V) ,0  

0 , ( ~ [ = l ( p n a . k ) - - - - - ~ ( ~ = l a . k ~ H ° ( N v / ~ , )  , 0 ,  

0 ' m 2  , (~ .+x az+. 1 ___?7,2 H°(TIV@Kv) ~0 

0 ' ( ~ , =  1 (pntT,,+ 4) "~ ~)~= 1 a , ,+x  ~ H°(Nv/~,®Kv) , O. 

Here Ji(Fo . . . . .  rn) = (~k rkOk~)X . . . . .  ~k FkOkOs) (i = 1, 2) where for i= l, r k ~ a 1 and 
for i=2, Fk6ax+ l for k=O, ...,n. 

Moreover each s6 H°(Kv) and each S such that j~(S)=s (notation see 3.4) 
give rise to a morphism of diagram (I) to (II) in the obvious sence. 

Proof. The usual sequences '  

O~ Tvk~ TI Vk~Ovk(nk)~O 

where 

combine  to give a d iagram:  

0 , T v , T I V ~i~ ' Nv/~,. , 0  

t sl 
0 ' Tv®Kv , T J V ® K v  j-T~i-~Nv/~.®Kv ,0  

the result then follows f rom 4.1 and  4.2. 

Proposit ion 5.3. The local Torelli problem for V is equivalent to the next 

assertion: 
Let Fk E a,~ (k = 1,..., s). I f  for all P ~ a x we have: 

(il) t~ 0~) 1 "" "~n '~ I/ (il) • P -  m o d  p 

then 

---- m o d  p .  
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Proof• (i) Suppose  that  this assert ion holds. Let v e I m j , .  Take  some 

(El . . . .  , Fs) e @ k  a,~ such that  ql(F1,. . . ,  Fs)= v [no ta t ion  of d iagram (I)]. Let  
s ~ H°(Kv) be arb i t ra ry  and S ~ a,~ such that  j~(S)= s. Then  

vtJs = ql(F1 .. . . .  F~)uj~(S) = q2(F1S, ..., F~S) ~ I m ( j ®  1) , ,  

so by d iag ram (II) (F1S . . . . .  F f )  ~ ( ImJ2  + p). Hence :  

• S = • • m o d  p by the definit ion of Jz  ; 

\0oh=.. .b4 
so the assert ion gives F k = ~ 7 = o  Lic~bk m o d  p. But then by d iag ram (I): 
ql(F1 . . . . .  F~) ~ I m j , .  

(ii) The  p r o o f  of  the converse  is similar and will be deleted. 
In the next section we shall p rove  (Theorem 6.3) in case all nk>2 :  

(,) I f  for all v = 0  . . . . .  n we have: 

(f2) (~°~1''' ~n'~ 1 / (A2) ~ -  • • • rood p 

\0o s. 

where deg A k < 2 + 1 then 

- " ' m o d  p .  

s . 

It is easy to see that  (,) implies the second assert ion of 5.3 (for instance by induct ion 
on deg S) Hence  we obta in  our  ma in  result:  

T h e o r e m  5.4. Let V be a complete intersection of hypersurfaces of degree nk 
(k=  1 . . . . .  s) in IP, such that ~ nk>n+ 1, then the local Torelli-theorem for V 
holds with respect to the periods of the holomorphic n - s  forms• 

§ 6 .  P o l y n o m i a l  I d e a l s  R e l a t e d  to  C o m p l e t e  I n t e r s e c t i o n s  

In this section we let 9t be the po lynomia l  ring ~[~0 , - . - ,  4,]. Suppose  aC 91 
is a homogeneous  ideal. The ideal a determines  a set V(a) in IP,, i.e. the set of  all 
x E ]P,, such that  f ( x )  = 0 for all f ~ a. The ideal a has an i r redundant  decompos i t ion  
into homogeneous  p r imary  ideals, a = ( ~ =  l qi and  this decompos i t ion  cor responds  
to a decompos i t ion  of V(a) into irreducible const i tuents :  V(a)= UT= 1V(ql). 

We recall [15] : 

(I) Let  g e 91, then (a : g) = a ~ g  ¢ ]//~ (i = 1, ..., r) 

Because: 

(II) V(a) _-_. V(b)<:~fa ~ I f  b ,  

we m a y  reformulate  (I) as: 

(III) Let g e  91, then (a : g)=n<:~V(qi) ~ V(g ) for all i =  1 . . . . .  r. 
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We need f rom [2]:  

L e m m a  6.1. I f  go . . . . .  g, are non-constant homogeneous forms in 9t with no 
common zero in ~ ,  and !f Pi c 9t (i = 0 . . . . .  n) such that ~ =  o Pigl = 0 then there 
exists a set rhj c 9t such that Pi = ~ =  o rhjgj (i = 0 . . . . .  n). We have thj = - rlj i and if  
the Pi are homogeneous such that deg(Pigi)= M is independent of  i we may assume 
thj to be homogeneous of  degree M - d e g ( g l g j ) .  

In  case a = (go . . . . .  g,) and V(a) = 0, we say a is of the principle class. We shall 
apply  6.1 in the following si tuat ion:  

Let  V(1 . . . . .  s) be a non-s ingular  comple te  intersect ion of V(~i) (i = 1 . . . . .  s) in 
IP, such that  for any  subset  AC{1 . . . .  ,s} the set (~i~A V(dpi) is non-singular.  
Let  p=(q5 1 . . . . .  4)s), q =(~b, . . . .  , q~s_ ,). 

If  BC{0 . . . .  ,n} consists of  s e lements  we define c3Bq51 ...... to be the j acob ian  
de te rminant  of  (0~b,) (v e B,/~ = 1 . . . . .  s). Let C be a subset of {0 . . . . .  n} consisting 
of s -  1 elements and consider the ideal b generated by C~icq5 1 ...... (i c {0,. . . ,  n} \C) .  

Lemma 6.2. (q, b) is o f  the principle class• 

Proof. We need to see only tha t  V(q, b ) =  0. N o w  V(p) is non-singular  and  
this means  that  V(p, [) ')= 0, where b' is generated by all k-th order  jacobians  
Onq~l ...... . By e lementary  linear a lgebra  we see that  rank (~?v~b,) ( v = 0  . . . . .  n; 
# = 1  . . . . .  s) is less than  s as soon as C?ic(b 1 ...... = 0  for all i c { 0  . . . . .  n } \ C .  So 
V(p, b ) =  V(p, b ' ) =  0. Next  we need an impor t an t  consequence of Euler's relation 
[~_~=o ~ , ?w=(deg~p)  • ~P for any h o m o g e n e o u s  ~p c ~ ]  namely:  

(IV)c ~ = 0 ~,O~cqSt ...... - (deg ~b,). ~b~Oc~b 1 ...... -1 (q) 

Suppose p c  V(q,b), then by (IV) c we have that  4)~(p)Oc(O ~ ...... _~(p)~0.  By 
assumpt ion  V(q) is non-singular ,  so there is a subset C of {0 . . . . .  n} such that  
OC4)l ...... - l (p )+O,  so then p c  V(p,b), a contradict ion,  so V(q,D)=q5 and this 
suffices to prove  the lemma.  

Next  we state our  ma in  result: 

Theorem 6.3. Suppose for  all v = 0 . . . . .  n we have: 

(vL • • r o o d  p 

F, \C3o'49~...~3,~ j \ A , , ]  

where d e g A ~ j ~ 2 +  1, then 

(;1)_ (~0"~. l"*(~n~ll.(L°tmodp. 
s \L,/ 

This theorem will follow from the next two l emmas  to be p roved  later on. 

L e m m a  6.4. Suppose that 
(o 0 V(1 . . . . .  s)c~ V(~i) is irreducible for  i=  0 . . . . .  n. 
(fl) V(1 . . . . .  s -  q)c~ V(¢i) is irreducible for  i = 0 . . . .  , n. 
(y) given homogeneous A b of  degree < 2 + 2 (b = 0 . . . . .  n) such that: 

,~_~=o AbC~b~ba= 0 m o d p  for f l=  1 . . . .  , s. 

then A b-  B~b r o o d  p. 
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L e m m a  6.5. Suppose that 

(6) I f  k K= n - 3 ,  V(1, ..., k)c~V(~i, ~j) is irreducible for all pairs (i,j)C {0, ..., n}. 
I f  k = n -  2 V(1 . . . . .  k)r~ V(~i, ~j, ~k) = 0 for all triples (i,j, k) C {0 . . . . .  n}. 
(e) Let A vb and Bv, be homogeneous polynomials (v, #, b = 0  . . . . .  n) such that: 

A~b~,-- Aub~ = B,v~b m o d  p 

then there are polynomials B',b and C, such that A,b = B'~b~ + C~b m o d  p. 

Proof of 6.3. Condi t ions  (~), (ill and (6) of  6.4 and 6.5 can assumed to be 
satisfied by taking an appropr i a t e  system of homogeneous  coordinates.  N o w  
mul t ip ly  (V)v with ~, and (V), with ~ and subtract.  We see that  condi t ion (?) 
of 6.4 is satisfied with Ab: = A~b~,-- A~b~, SO we obta in  the formula  A~b~,-- A,b~--  
B,v~ b m o d  p. Hence  we can apply  6.5 to get A,b = B'~b~ + C~( b m o d  p. Subst i tut ing 
this in (V)v we find: 

I(F~s)__(~° '~. l""(~n'~. l l (B~°l l .  ~v ~ (~°~ 1 " " "(~n:(~ 1/ (~ i ) .  

By Euler 's  relat ion the right hand  side is zero m o d  p. N o w  V(p) is not conta ined  
in any hyperp lane  (all n~__> 2), so by (III) we divide out  ~v to obta in  the desired 
expression. 

Proof of 6.4. We let 
(VI)b Ea n = 0 Aa~at~b ~ Bb~s m o d  q .  

Expand  ~B~b~ ...... in subde te rminan ts  as follows. If  B =  awC, then 

~B~)I ...... = ESb-- 1 ( __ )b ~at~b . (~C(~ 1 ..... b ...... " 

N o w  mult iply (VI)b with (--)bOc(~ 1 ..... b ..... and  sum up over  all b~  {1 . . . . .  s - 1 }  
to obta in  with help of  this expression:  

(VII)c ~ . '=  o A,(~.c¢~ ...... = ~ - ~  (-)bBbcb¢~cCP~ ..... b ...... m o d  p. 

Mul t ip ly  this with (deg~b,). ~c~bl ...... -1 and  use (IV)c: 

~a {Aadeg(Os3c$l ...... -1 + [Esb~ i (--)b+ i Ub~c~l ..... b ...... ]~a}" ~aC~)l ...... 

- 0 m o d  p .  
Because (q, D) is of the principal  class (6.2), we m a y  apply  6.1 to it and we 

obtain:  

A,,deg (os~C~)l ...... - l -[- [Esb- I (--)b+ 1Bb(~C~)I ..... i, ..... ] ~a 

-~,~=oD.~t?~C~l ...... m o d q  if a e { O  . . . . .  n}",B. 

Mult iply  this with q5 s and use (IV) c again:  

s--1 ~dO dC(# l ...... An + [Eb =1 b +1 ( - )  Bbabc4~, ..... ~, ..... ]q~,~, 

- [~,,~ D,~t?~c4) 1 ...... ]~b~ m o d  q.  

Use (VII)c to obta in:  

E d [ ~ d A a -  ~aAd-  DadqbsJ6~dC(~l ...... --= 0 m o d  q 
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and again by 6.1 applied to (q, b) we see: 

(*) ~nA,-  ~,Ad - ~ t  F,,d,t?,cCp l ...... m od  p .  

N o w  deg F,d , = deg A, + 1 - ~ =  1 (deg q~i- 1) < s + 2 -  n. 
So we must  consider two cases: 
Case I. s < n - 2 ,  then Fs~t=0 and we obta in :  

(**) ~aAs-  ~sAa-O m od  p .  

So ~ , A s - 0 m o d ( p , ~ s  ). N o w  V(p,~s)C/_V(~,I) for d~a,  so by (III) we have 
A s -  0 rood (p, ~,), say A s = ~sDs m o d  p. 

Substituting back in (**) we see Ds m ay  be assumed to be independent  of  a. 
This proves the l emma in this case. 

Case 2. s =  n -  2. Then the Fsa t are constants.  We want  to see that these are in 
fact zero constants.  We then are in the situation of  (**). 

Multiply (.) with t?s~b b and sum up over all a. Use (VI) b to get: 

~t [~__~ Fsd/?s(%](?tC(al ...... --=0 m o d  p for all b .  

Later  on we shall prove:  
Assertion. If ~t  FtOtc( ol ....... - 0 m od  p, then F t =  ~Gc rood p. Here degFt < 

m a x k n  k. 

F r o m  this we get: 

~ ,  Fsaf,C~b - ~tGc rood p for all b = 1 . . . . .  s. 

And so: 

~ ,  (Fsdt~,,- F,~m~t)Osqbb =- 0 m o d  p 

and a similar reasoning as the one leading to (*), now applied to the linear forms 
Lktm: = FutUre-- Fkd,~t shows : 

~s(Ljtm)- ~j(Lstm) =- 0 rood (p, b), so by degree considerat ions 

- 0 m od  p .  

Hence as before Ljtm =- 0 m od  (p, ~j) and L jim = ~Mtm m o d  p. This means:  

Fkdt~m-- F k~m(t-- ~kMt,~ =-- 0rood  p .  

But V(p) lies in no hyperplane,  so this last expression must  be zero, i.e. all Fs~t = 0 
and we are in the si tuation of  (**). 

Proof of the assertion. Suppose 

(VIII)c ~ t  Ft~tcO ~ ...... - deg ~GcOs m o d  q.  

Let DC{0 . . . . .  n} consist of  s - 1  elements. Multiply (VIII)c with (?DO ~ ...... _~ 
and (VIII)o with (3c~ 1 ...... _ ~ and apply (IV)o to the difference: 

Z t  (FtCqDq~l . . . . . .  - 1 - Gs~O " (?tcq51 ...... - 0  m od  q .  

Again apply (6.1) to (q, b) and the obvious  degree considerat ion to see: 

(***) F¢?Dqb 1 ...... _ ~ - Gc~=-O m od  q.  
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So Fr0Mba ...... _a=0mod(q ,¢ , ) ,  now by (fl)(q,~,) is primary and because 
V(1, ..., k -  1) is non-singular V(q, ~t)C V(q)( V(Oo4)a ...... -1) for some D. Then 
by (III) F t - 0 m o d ( q , ~ t ) ,  say Ft-~tHt .  Substituting back in (***) gives that 
H t - G c  mod q. This finishes the proof of the assertion. 

Proof of 6.5. Bu~¢b--0(p,~,~,). Because of (6) in both cases mentioned 
V(p,~,~u)¢V(~b),  so by (III) Bu,,-0(p,~, ,~,) .  Suppose that Bu~=-P~u~u+ 
Q u ~ m o d p .  Substituting back we find eventually: A~b = -- --Pu~b+Ru~b for all 
/~ + v. So take a fixed p 4= v and put C~ = - P , ~  and B'~b = R,~ b. 

Appendix 

Recall the Dolbeault-Serre way of computing the cohomology-groups 
HP(V, F), where F is a holomorphic vector bundle on a CAM V (cf. [8]). Put 
AP'q(F)=the ~U-module of global ~ - f o r m s  of type (p, q) with coefficients in F. 
We denote its sheaf of sections by the same symbol. 

Because F is holomorphic the usual cS-operator induces a sheaf-homomorphism: 

~ : AP'q(F)-* A pro+ I(F) . 

Because of the Dolbeault lemma this gives an exact sheaf sequence: 

O~ V ® f 2 f ~  AV'°(F)~ A p' a(V)~ AV'2(F)-y. . . A(1) 

which forms a fine resolution of the sheaf F®t2~. So we have: 
HP'q(V,F):=Hq(V,F®t2f~) is isomorphic to the q-th cohomology group of 

the resolution A(1), i.e. Hv'q(V,F)~-zv'q(V,F)/OAP'q-I(F), where zP'q(F) is the 
submodule of AP'q(v, F) which vanishes under ~. 

There is a natural pairing: 

Ap,q(F)® A , -  V,,-q(F*)~ A., ,  

Integrating ~ A fl over V we obtain a complex number, and it is easily seen that 
this induces a pairing: 

HP'q(V) ® H"-  v,, - q(F*)~lU . A(2) 

Serre proved that A(2) is a non-singular pairing, establishing a duality between 
the two modules. In fact this is called Serre-duality. 

More generally the pairing: 

AP'q(F)®A"'S(G)~AP+"q+S(F®G) (F and G holomorphic vector bundles) 

induces a pairing: 

H p'q(F)®Hr's(G)~H p+r'q +,~(F®G) A(3) 

this is the cup-product. In case p = r = 0 we thus have a map: 

u :Hq(F)®H~(G)-*Hq+S(F®G) 
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inducing the map: 

t: nq(F)--*Hom(nS( G), nq+s(F ®G)) 

a~{b~awb}  

dually this map becomes: 

t* : Hq+ S(F ®G)* ® HS( G)~ Hq(F) * 

g®b~-~{f ~ g ( f  ub)} . 

Lemma. The map t* is up to the sign the cup-product if we identify the dual 
spaces with their Serre-dual cohomology-modules. 

Proof. Denoting by x* the Serre dual of any x we have: 

t*(g®b)(f)=g(f wb)= ~v f A b A g*= ± ~v f A (g* A b ) for a l l f .  

Hence t*(g®b)= +_ (g*wb)*. 
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