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## Chapter 0

## Prerequisites

### 0.1 Basic properties of the integers

Definition 0.1.1 (Divisibility). Let $a$ and $b$ two integers. Then $a$ divides $b$ (or $b$ is $a$ multiple of $a$ ) if there exists an integer $c$ such that $b=a \cdot c$. This is denoted $a \mid b$.

Property 0.1.2. 1. For all $a \in \mathbb{Z}, 1 \mid a$ and $a \mid a$ (reflexivity).
2. If $a \mid b$ and $b \mid c$ then $a \mid c$ (transitivity).
3. If $a \mid b$ and $a \mid c$ then $a \mid(b+c)$.
4. For all integer $c \neq 0, a|b \Leftrightarrow a c| b c$.

Definition 0.1.3 (Prime numbers). A prime number is a positive integer $p \neq 1$ that is only divisible by $\pm 1$ and $\pm p$. The set of prime numbers is denoted $\mathcal{P} ; \mathcal{P}=\{2,3,5,7,11,13,17, \ldots\}$. A positive integer that is not a prime is called composite.

Theorem 0.1.4. There are infinitely many prime numbers. Let $\pi(n)$ be the number of primes smaller than $n$, then $\pi(n) \sim n / \log n$.
$\boldsymbol{R e m a r k}$. So informally, the probability that a random integer $n$ is prime is about $1 / \log n$.
Theorem 0.1.5 (Fundamental theorem of arithmetic).
Every nonzero integer $n$ can be written as a product of primes:

$$
n= \pm 1 . p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \ldots p_{k}^{\alpha_{k}}, \quad p_{i} \in \mathcal{P}, \quad \alpha_{i} \in \mathbb{N}
$$

This decomposition is unique if $p_{1}<p_{2}<\cdots<p_{k}$ and $\alpha_{i}>0$ for all $i$.
Lemma 0.1.6 (Euclid's lemma). Let $p$ be a prime number and $a, b$ two integers. Then $p|a b \Rightarrow p| a$ or $p \mid b$.

### 0.2 Asymptotic notations and complexity basics

$f, g$ real functions, $g$ is positive

- $f=O(g)$ if there exists a constant $c$ s.t. $|f(x)| \leq c g(x)$ for all sufficiently large $x$.
- $f=o(g)$ if $f / g \rightarrow 0$ as $x \rightarrow \infty$.
- $f \sim g$ if $f / g \rightarrow 1$ as $x \rightarrow \infty$.
- $f=\Theta(g)$ if there exist constants $c_{1}$, $c_{2}$ s.t. $c_{1} g(x) \leq f(x) \leq c_{2} g(x)$ for all sufficiently large $x$.
- $f=\Omega(g)$ if there exists a constant $c$ s.t. $f(x) \geq c g(x)$ for all sufficiently large $x$.

Some properties:
Property 0.2.1. 1. $f=o(g) \Rightarrow f=O(g)$ and $g \neq O(f)$
2. $f \sim g \Leftrightarrow f=(1+o(1)) g$

- The size of an integer $a$ is the number of bits in the binary representation of $|a|$, that is $\left\lfloor\log _{2}|a|\right\rfloor+$ 1
- Polynomial-time algorithm: algorithm whose running time is bounded by a polynomial in the length of the input, otherwise said the complexity is in $n^{O(1)}$ where $n$ is the size of the input.
- Exponential-time algorithm: algorithm whose running time is exponential in the binary length of the input, that is in $\exp (O(1) n)$.
- Subexponential-time algorithm: the complexity is "in between" polynomial and exponential complexities, more precisely the complexity is in

$$
L_{n}(\alpha)=\exp \left(O(1)\left(n^{\alpha}(\log n)^{1-\alpha}\right)\right.
$$

where $0<\alpha<1$ and $n$ is the size of the input. Note that if $\alpha=1$, then the complexity is exponential and when $\alpha=0$ it is exponential.

Example. Addition, multiplication, Euclidean division of integers are polynomial algorithms.

## Chapter 1

## Modular arithmetic

### 1.1 Congruences

Theorem 1.1.1 (Euclidean division). For $a, b \in \mathbb{Z}, b \neq 0$, there exist unique $q, r \in \mathbb{Z}$ s.t. $a=b q+r$ and $0 \leq r<|b|$. The integer $r$ is the remainder in the division of $a$ by $b$, and $q$ is the quotient.
Definition 1.1.2 (Congruence). Let $x, y, n \in \mathbb{Z}$. Then $x$ is congruent to $y$ modulo $n$ if their remainders in the division by $n$ are the same.

In particular

$$
\begin{aligned}
x=y \bmod n & \Leftrightarrow n \mid(x-y) \\
& \Leftrightarrow \exists k \in \mathbb{Z}, x=k n+y
\end{aligned}
$$

Property 1.1.3. 1. This is an equivalence relation (reflexive, transitive and symmetric)
2. Compatibility with addition and multiplication $\bmod n$ : for all integers $a, b, a^{\prime}, b^{\prime}$ s.t. $a=a^{\prime} \bmod n$ and $b=b^{\prime} \bmod n$, then $a+b=a^{\prime}+b^{\prime} \bmod n$ and $a b=a^{\prime} b^{\prime} \bmod n$.

The congruence equivalence relation partitions the set $\mathbb{Z}$ into equivalence classes:
Definition 1.1.4 (Residue classes modulo $n$ ). $\mathbb{Z} / n \mathbb{Z}$ is the set of equivalence classes or residue classes modulo $n$ for the congruence relation. For any integer $m$ in a residue class, we call $m$ a representative of that class.

Note that there are precisely $n$ distinct residue classes modulo $n$, given for example by $0, \ldots, n-1$ (corresponding to the remainders in the Euclidean division by $n$ ).
Property 1.1.5. ( $\mathbb{Z} / n \mathbb{Z},+, \cdot)$ is a (commutative and unit) ring. See next chapter.

## Modular exponentiation

Question: given $x \in \mathbb{Z} / n \mathbb{Z}$ and $e \in \mathbb{N}^{*}$, how to compute $x^{e} \bmod n$ ?
An obvious way is to iteratively multiply by $x$ a total of $e$ times. The complexity is then in $O\left(e \log (n)^{2}\right)$. Another (much faster) way is to apply the "square-and-multiply" algorithm; the idea is based on the following mathematical property:

Property 1.1.6. Let $e=\left(e_{\ell-1} \ldots e_{0}\right)_{2}$ be the binary expansion of $e$, that is $e=\sum_{i=0}^{\ell-1} e_{i} 2^{i}$. Then

$$
x^{e}=\prod_{i=0}^{\ell-1}\left(x^{2^{i}} \bmod n\right)^{e_{i}}=\prod_{i=0, e_{i} \neq 0}^{\ell-1}\left(x^{2^{i}} \bmod n\right)
$$

This yields the following algorithm:

```
Algorithm 1: "Right-to-left" algorithm for modular exponentiation
    Input : \(x \in \mathbb{Z} / n \mathbb{Z}, e, n \in \mathbb{N}^{*}\)
    Output: \(y=x^{e} \bmod n\)
    \(y \leftarrow 1\)
    \(t \leftarrow x\)
    while \(e \neq 0\) do
        if \(e \% 2=1\) then
            \(y \leftarrow y \cdot t \bmod n\)
        \(e \leftarrow e \gg 1\)
        \(t \leftarrow t^{2} \bmod n\)
    return \(y\)
```

Exercise 1. Propose another algorithm which reads the bits of $e$ from "left-to-right". What is the complexity of these algorithms ?

### 1.2 Extended Euclid algorithm

Definition 1.2.1 (gcd, lcm, coprimality). For $a, b \in \mathbb{Z}$, we call $\operatorname{gcd}(a, b)$ or $a \wedge b$ the greatest common divisor of $a$ and $b$ and $l c m(a, b)$ or $a \vee b$ their least common multiple. We say that $a$ and $b$ are coprime if $\operatorname{gcd}(a, b)=1$.

In particular,

$$
\begin{gathered}
x \mid a \text { and } x|b \Leftrightarrow x|(a \wedge b), \\
a \mid m \text { and } b|m \Leftrightarrow(a \vee b)| m
\end{gathered}
$$

Property 1.2.2. If $a=p_{1}^{\alpha_{1}} \ldots p_{n}^{\alpha_{n}}$ and $b=p_{1}^{\beta_{1}} \ldots p_{n}^{\beta_{n}}$, then

$$
\left\{\begin{array}{l}
a \wedge b=p_{1}^{\min \left(\alpha_{1}, \beta_{1}\right)} \ldots p_{n}^{\min \left(\alpha_{n}, \beta_{n}\right)} \\
a \vee b=p_{1}^{\max \left(\alpha_{1}, \beta_{1}\right)} \ldots p_{n}^{\max \left(\alpha_{n}, \beta_{n}\right)}
\end{array}\right.
$$

In particular,

$$
(a \wedge b) \times(a \vee b)=a b
$$

Property 1.2.3 (Gauss lemma). If $p, q$ are coprime and $x$ is an integer s.t. $p \mid q x$, then $p \mid x$.
Lemma 1.2.4 (Bézout lemma). For $a, b \in \mathbb{Z}$, there exist $u, v \in \mathbb{Z}$ such that $a u+b v=\operatorname{gcd}(a, b)$.

Proof. Constructive proof. We use the fact that if $r$ is the remainder in the Euclidean division of $a$ by $b$, then

$$
a \wedge b=b \wedge r
$$

Now let $r_{0}:=a$ and $r_{1}:=b$. We compute iteratively

$$
\begin{array}{rlrlll}
r_{0} & =r_{1} q_{1}+r_{2} & \text { with } & 0 \leq r_{2}<\left|r_{1}\right| & \rightarrow a \wedge b=r_{0} \wedge r_{1}=r_{1} \wedge r_{2} \\
r_{1} & =r_{2} q_{2}+r_{3} & \text { with } & \rightarrow \leq r_{3}<r_{2} & & \rightarrow r_{1} \wedge r_{2}=r_{2} \wedge r_{3} \\
& \vdots & & \vdots & & \\
r_{n-2} & =r_{n-1} q_{n-1}+r_{n} & \text { with } & 0 \leq r_{n}<r_{n-1} & \rightarrow r_{n-2} \wedge r_{n-1}=r_{n-1} \wedge r_{n} \\
r_{n-1} & =r_{n} q_{n}+r_{n+1} & \text { with } & r_{n+1}=0 & & \rightarrow r_{n-1} \wedge r_{n}=r_{n}
\end{array}
$$

In particular, $a \wedge b$ is equal to the last non-zero remainder $r_{n}$. To get $u$ and $v$ we explicitly introduce the sequences $\left(u_{i}\right),\left(v_{i}\right)$ such that $r_{n}=u_{i} r_{i}+v_{i} r_{i+1}$, given by (backward) induction :

- $r_{n}=0 \cdot r_{n-1}+1 \cdot r_{n}$, so $\left\{\begin{array}{l}u_{n-1}=0 \\ v_{n-1}=1\end{array}\right.$
- if $r_{n}=u_{i} r_{i}+v_{i} r_{i+1}$, we use that $r_{i-1}=r_{i} q_{i}+r_{i+1}$. Then $r_{n}=u_{i} r_{i}+v_{i}\left(r_{i-1}-r_{i} q_{i}\right)=$ $v_{i} r_{i-1}+\left(u_{i}-v_{i} q_{i}\right) r_{i}$, so that we take $\left\{\begin{array}{l}u_{i-1}=v_{i} \\ v_{i-1}=u_{i}-v_{i} q_{i}\end{array}\right.$

Note that you can also write it directly by introducing the sequences $\left(s_{i}\right),\left(t_{i}\right)$ such that $s_{i} a+t_{i} b=r_{i}$.

- Initialisation: $\begin{cases}s_{0}=1 & t_{0}=0 \\ s_{1}=0 & t_{1}=1\end{cases}$
- Induction hypothesis: $\left\{\begin{array}{l}s_{i-1} a+t_{i-1} b=r_{i-1} \\ s_{i} a+t_{i} b=r_{i}\end{array}\right.$

Writing $r_{i+1}=r_{i} q_{i}-r_{i-1}=\left(s_{i} a+t_{i} b\right) q_{i}-\left(s_{i-1} a+t_{i-1}\right)=\left(s_{i-1}-q_{i} s_{i}\right) a+\left(t_{i-1}-q_{i} t_{i}\right) b$, you get

$$
\left\{\begin{array}{l}
s_{i+1}=s_{i-1}-q_{i} s_{i} \\
t_{i+1}=t_{i-1}-q_{i} t_{i}
\end{array}\right.
$$

Exercise 2. Write algorithms that compute gcd's and Bézout coefficients.
Theorem 1.2.5 (Chinese Remainder Theorem - CRT). Let $n, m$ be two coprime integers and $a, b$ two integers. Then the system

$$
\left\{\begin{array}{l}
x=a \bmod n \\
x=b \bmod n
\end{array}\right.
$$

admits a unique solution $x \bmod m n$.

Proof. From Bézout, there exist $u, v$ s.t. $u n+v m=1$ and $x_{0}=b u n+a v m$ is a particular solution. If $x_{1}$ is another solution of the previous system then $\left\{\begin{array}{l}x_{1}-x_{0}=0 \bmod n \\ x_{1}-x_{0}=0 \bmod m\end{array}\right.$. From Gauss lemma, we deduce that $x_{1}=x_{2} \bmod m n$.

## Exercise 3.

1. Let $a, b, c \in \mathbb{Z}$ such that $(a, b) \neq(0,0)$. Show that the equation

$$
\begin{equation*}
a x+b y=c \tag{1.1}
\end{equation*}
$$

has a solution iff $a \wedge b$ divides $c$.
2. Find all the integer solutions of the following equations: $7 x-9 y=6,11 x+17 y=5$.

Exercise 4. In a country named ASU where the currency is the rallod, the national bank issues banknotes of 95 rallods and coins of 14 rallods.

1. Show that it is possible to pay any integer amount (provided that each participant has access to as many coins and banknotes as needed).
2. Suppose that you need to pay an amount $S$ and that you have access to as many coins and banknotes as needed, but that your creditor cannot give the change. Thus it is possible for example to pay $S=14$ rallods but impossible to pay 13 or 15 rallods. Show that it is always possible to pay any large enough amount.

Exercise 5. A rooster costs 5 silver coins, a hen 3 coins and a set of 4 chicks 1 coin. Someone bought 100 chickens for 100 coins. How many pieces of each kind has he bought?

### 1.3 Modular inverse

Definition 1.3.1. Let $x, n>0$ two integers. We say that $x$ admits a multiplicative inverse modulo $n$ if there exists $y \in \mathbb{Z}$ such that $x \cdot y=1 \bmod n$; this is denoted by $y=x^{-1} \bmod n$.
Similarly, $x \in \mathbb{Z} / n \mathbb{Z}$ is invertible if there exists $y \in \mathbb{Z} / n \mathbb{Z}$ such that $x y=1 \bmod n$.
Remark. If $a \in \mathbb{Z}$ is invertible and if $a^{\prime}=a \bmod n$ then $a^{\prime}$ is also invertible modulo $n$.
Theorem 1.3.2. An integer $a$ is invertible modulo $n$ iff $a$ and $n$ are coprime.

Proof. Direct application from Bézout: $u a+v n=1 \Rightarrow u=a^{-1} \bmod n$.
Remark. If $p$ is prime, then every element of $(\mathbb{Z} / p \mathbb{Z})^{*}$ is invertible.

```
Algorithm 2: Computation of inverse modulo \(n\)
    Input \(: a \in \mathbb{Z}, n \in \mathbb{N}^{*}\)
    Output: \(a^{-1} \bmod n\)
    \(s_{0} \leftarrow 1 \quad s_{1} \leftarrow 0\); while \(b \neq 0\) do
        \(t m p \leftarrow a\)
        \(a \leftarrow b\)
        \(b \leftarrow t m p \% a\)
        \(q \leftarrow t m p / a\)
        \(t m p \leftarrow s_{0}-q s_{1} \quad s_{0} \leftarrow s_{1} \quad s_{1} \leftarrow t m p\)
    return \(s_{0}\)
```

Exercise 6. Solve the following system

$$
\left\{\begin{array}{l}
35 x=7[4] \\
22 x=33[5]
\end{array}\right.
$$

Remark. Given $n \in \mathbb{N}^{*}, g \in \mathbb{Z} / n \mathbb{Z}$ and $x \in \mathbb{Z}$, it is easy to compute $g^{x} \bmod n$ (there exist algorithms with polynomial complexity). However, there is no efficient algorithm which computes $x$ given $n, g, g^{x} \bmod n:$ this problem is called discrete logarithm problem and is useful for many asymmetric cryptographic protocols.

Definition 1.3.3 (Euler's totient function). Euler's totient function (or Euler's phi function) is defined by

$$
\forall n \in \mathbb{N}^{*}, \varphi(n)=\left|(\mathbb{Z} / n \mathbb{Z})^{*}\right| .
$$

This equivalent to say that $\varphi(n)$ is the number of integers between 0 and $n-1$ that are coprime with $n$.

Examples. $\varphi(1)=1 ; \varphi(2)=1 ; \varphi(3)=2 ; \varphi(4)=2 \ldots$

## Computation of Euler's totient function

Property 1.3.4. - $\varphi(m n)=\varphi(m) \varphi(n)$ for all coprime positive integers $n, m$.

- $\varphi\left(p^{e}\right)=p^{e}-p^{e-1}=p^{e}(1-1 / p)$ for all prime $p$ and positive integer e.
- $\varphi(n)=n \prod_{i=1}^{r}\left(1-1 / p_{i}\right)$ where $n=p_{1}^{e_{1}} \ldots p_{k}^{e_{k}}$ is the factorisation of $n$ into primes.

Proof. - Consider the map $a \in \mathbb{Z} / n m \mathbb{Z} \mapsto(a \bmod n, a \bmod m) \in \mathbb{Z} / n \mathbb{Z} \times \mathbb{Z} / m \mathbb{Z}$ which is welldefined and a bijection according to CRT. Moreover $a \wedge m n=1$ iff ( $a \wedge m=1$ and $a \wedge n=1$ ), so that the previous application gives a bijection between $(\mathbb{Z} / m n \mathbb{Z})^{*}$ and $(\mathbb{Z} / n \mathbb{Z})^{*} \times(\mathbb{Z} / m \mathbb{Z})^{*}$.

- Among the $p^{e}$ elements between 0 and $p^{e}-1$, the only elements which are multiples of $p$ are not invertible; these are $0 \cdot p, 1 \cdot p, \ldots,\left(p^{e-1}-1\right) \cdot p$ and there are precisely $p^{e-1}$.
- Direct from the previous items.


## Chapter 2

## Fundamental structures

### 2.1 Groups

Let $G$ be a set. A binary operation (or composition law) is a map $f: G \times G \rightarrow G$. Binary operations are usually written in infix notations, i.e. $a+b, a \times b, a \cdot b, \ldots$ or simply by juxtaposition, i.e. $a b$, instead of $f(a, b)$.
Example. On the set $\mathbb{N}$ of natural integers + and $\times$ are binary operations, but - is not.
Definition 2.1.1. Let $G$ be a set and $\cdot$ a binary operation on $G$. Then $(G, \cdot)$ is a group if

1. the binary operation is associative: for all $a, b, c \in G,(a \cdot b) \cdot c=a \cdot(b \cdot c)$
2. there exists a (necessarily unique) element $e \in G$, called the neutral element or the identity, such that for all $a \in G, a \cdot e=e \cdot a=a$
3. for each $a \in G$, there exists a (necessarily unique) element $b \in G$, called the group inverse of $a$, such that $a \cdot b=b \cdot a=e$

A group is called abelian or commutative if its group law is commutative, i.e. $a \cdot b=b \cdot a$ for all $a, b \in G$.

The inverse of an element $a$ is often denoted by $a^{-1}$; similarly, the element $a \cdot a \cdot a \cdot \ldots \cdot a$ ( $n$ times) is denoted by $a^{n}$. This notation can be extended to $\mathbb{Z}$ by setting $a^{-n}=\left(a^{-1}\right)^{n}$ and $a^{0}=e$.

Exercise 7. Which of the followings are groups? abelian groups ?

- $(\mathbb{Z},+),(\mathbb{Z},-),(\mathbb{Z}, \times)$
- $(\mathbb{R},+),(\mathbb{R}, \times),\left(\mathbb{R}^{*}, \times\right),\left(\mathbb{R}_{+}^{*}, \times\right)$
- $\left(G L_{n}(\mathbb{R}), \cdot\right),(\operatorname{Bij}(E), \circ),\left(\mathbb{R}^{3}, \times\right)$ where $\times$ is the vector cross-product
- $(\mathbb{Z} / n \mathbb{Z},+),(\mathbb{Z} / n \mathbb{Z}, \times)$
- $\emptyset,\{e\}$ (with their only possible composition law), (\{True, False $\}, X O R$ )

Definition 2.1.2 (Subgroup). Let $(G, \cdot)$ be a group. A subset $H$ of $G$ is a subgroup of $G$, denoted $H<G$, if $\cdot$ is a binary operation on $H$ (i.e. $a \cdot b \in H$ for all $a, b \in H$ ) and $(H, \cdot)$ is a group.

Exercise 8. Show that $H<G$ if and only if $H \neq \emptyset$ and $h_{1} \cdot h_{2}^{-1} \in H$ for all $h_{1}, h_{2} \in H$. Show that the intersection of a family of subgroups is a subgroup.
Example. - Every group $G$ admits $\{e\}$ and $G$ as subgroups.

- $(\mathbb{Z},+)<(\mathbb{Q},+)<(\mathbb{R},+)<(\mathbb{C},+)$
- $(\{1,-1\}, \times)<\left(\mathbb{Q}^{*}, \times\right)<\left(\mathbb{R}^{*}, \times\right)<\left(\mathbb{C}^{*}, \times\right)$
- The subgroups of $(\mathbb{Z},+)$ are $\{0\}, \mathbb{Z}$, and $n \mathbb{Z}=\{k n: k \in \mathbb{Z}\}$ for all $n \in \mathbb{N}^{*}$.

Definition 2.1.3. Let $\left(G_{1}, \cdot\right)$ and $\left(G_{2}, *\right)$ be two groups. A map $\phi: G_{1} \rightarrow G_{2}$ is a homomorphism (or group morphism) if for all $a, b \in G_{1}, \phi(a \cdot b)=\phi(a) * \phi(b)$. The kernel of $\phi$ is the set $\operatorname{ker} \phi=$ $\left\{a \in G_{1}: \phi(a)=e_{G_{2}}\right\}$; it is a subset of $G_{1}$. The image of $\phi$ is the set $\operatorname{Im} \phi=\left\{\phi(a): a \in G_{1}\right\}$; it is a subset of $G_{2}$. A bijective homomorphism is called an isomorphism. Two groups $G_{1}$ and $G_{2}$ are called isomorphic if there exists an isomorphism $G_{1} \rightarrow G_{2}$; this is denoted $G_{1} \simeq G_{2}$.

Example. - The natural logarithm is an isomorphism from $\left(\mathbb{R}_{+}^{*}, \times\right)$ to $(\mathbb{R},+)$.

- If $H<G$, then the inclusion map $\imath: H \rightarrow G$ is a morphism, with ker $\imath=\{e\}$ and $\operatorname{Im} \imath=H$.
- Let $G$ be a group and $g$ a fixed element of $G$. Then the map $n \mapsto g^{n}$ is a homomorphism from $(\mathbb{Z},+)$ to $G$. The conjugacy map $x \mapsto g \cdot x \cdot g^{-1}$ is homomorphism from $G$ to $G$, equal to the identity if $G$ is abelian. The maps $x \mapsto x^{2}$ and $x \mapsto x^{-1}$ are homomorphisms from $G$ to $G$ iff $G$ is abelian.
- Let $\phi: \mathbb{R}^{*} \rightarrow \mathbb{R}^{*}, x \mapsto x^{2}$. Then ker $\phi=\{1,-1\}$ and $\operatorname{Im} \phi=\mathbb{R}_{+}^{*}$.

Property 2.1.4. - Let $\phi: G_{1} \rightarrow G_{2}$ a group morphism. Then ker $\phi$ is a subgroup of $G_{1}$ and $\operatorname{Im} \phi$ is a subgroup of $G_{2}$.

- $\phi$ is injective $\Leftrightarrow \operatorname{ker} \phi=\left\{e_{G_{1}}\right\}$
- The composition of two group morphisms $\phi: G_{1} \rightarrow G_{2}$ and $\psi: G_{2} \rightarrow G_{3}$ is also a group morphism $\psi \circ \phi: G_{1} \rightarrow G_{3}$
- The inverse function of an isomorphism $G_{1} \rightarrow G_{2}$ is an isomorphism $G_{2} \rightarrow G_{1}$.

Definition 2.1.5 (Product of group). Let $\left(G_{1}, \cdot\right)$ and $\left(G_{2}, *\right)$ be two groups. The direct product of $G_{1}$ and $G_{2}$ is defined as the set $G_{1} \times G_{2}$ endowed with the binary operation

$$
\left(g_{1}, g_{2}\right) \star\left(g_{1}^{\prime}, g_{2}^{\prime}\right)=\left(g_{1} \cdot g_{1}^{\prime}, g_{2} * g_{2}^{\prime}\right)
$$

One can check that $\left(G_{1} \times G_{2}, \star\right)$ is a group with neutral element $\left(e_{G_{1}}, e_{G_{2}}\right)$.

## Exercise 9.

1. Show that $(\mathbb{C},+)$ is isomorphic to the direct product of $(\mathbb{R},+)$ with itself.
2. Write down a table for the group law of $\mathbb{Z} / 2 \mathbb{Z} \times \mathbb{Z} / 2 \mathbb{Z}$. Is it isomorphic to $\mathbb{Z} / 4 \mathbb{Z}$ ?
3. Let $p, q$ be two coprime numbers. Show that there is a isomorphism between $\mathbb{Z} / p q \mathbb{Z}$ and $\mathbb{Z} / p \mathbb{Z} \times \mathbb{Z} / q \mathbb{Z}$.

Definition 2.1.6 (Quotient by a subgoup). Let $G$ a group and $H$ a subgroup of $G$. We define on $G$ the binary relation

$$
g \sim_{H} g^{\prime} \Leftrightarrow g^{-1} g^{\prime} \in H
$$

This is an equivalence relation (exercise). The equivalence class, or coset, of an element $g \in G$ is the set $g H=\{g h: h \in H\}$. The quotient $G / H$ is defined as the set of equivalence classes for $\sim_{H}$; its cardinality is called the index of $H$ in $G$.

Theorem 2.1.7 (Lagrange's theorem). Let $H$ be a subgroup of a finite group $G$, then

$$
|G|=|G / H| \times|H|
$$

In particular, the cardinality of a subgroup always divides the cardinality of the group.
Example. If $p$ is prime, then $\mathbb{Z} / p \mathbb{Z}$ has no non-trivial subgroup.
Definition 2.1.8 (Normal subgroup). Let $G$ a group. A subgroup $H$ of $G$ is called normal, denoted by $H \triangleleft G$, if

$$
\forall g \in G, \forall h \in H, g^{-1} h g \in H
$$

Exercise 10. Let $\phi: G_{1} \rightarrow G_{2}$ a group morphism. Show that ker $\phi$ is a normal subgroup of $G_{1}$.
Proposition 2.1.9 (Quotient group). Let $H$ be a normal subgroup of $G$. Then on the quotient $G / H$, the binary operation

$$
\begin{aligned}
G / H \times G / H & \rightarrow G / H \\
\left(g H, g^{\prime} H\right) & \mapsto\left(g g^{\prime}\right) H
\end{aligned}
$$

is well-defined and is a group law. The canonical projection map $\pi: G \rightarrow G / H, g \mapsto g H$ is a group morphism, whose kernel is precisely $H$.

Exercise 11. Show that $n \mathbb{Z}$ is a normal subgroup of $\mathbb{Z}$. What is the quotient group ?
Theorem 2.1.10 (Isomorphism theorem). Let $\phi: G_{1} \rightarrow G_{2}$ a surjective group morphism. Then there exists a unique homomorphism $\hat{\phi}: G_{1} / \operatorname{ker} \phi \rightarrow g_{2}$, such that the following diagram is commutative:

i.e. $\phi=\hat{\phi} \circ \pi$; furthermore $\hat{\phi}$ is an isomorphism.

Example. Let $f: \mathbb{R} \rightarrow \mathbb{C}^{*}, x \mapsto e^{2 i \pi x}$, this is a morphism (from $(\mathbb{R},+)$ to $\left.\left(\mathbb{C}^{*}, \times\right)\right)$. One has ker $f=\mathbb{Z}$; the above theorem implies that $\mathbb{R} / \mathbb{Z}$ is isomorphic to $\operatorname{Im} f=\mathbb{T}=\{z \in \mathbb{C}:|z|=1\}$.

Definition 2.1.11. Let $(G, \cdot)$ be a group and $S$ a subset of $G$. The subgroup generated by $S$, denoted $\langle S\rangle$, is the smallest subgroup of $G$ containing $S$, and one has

$$
\langle S\rangle=\left\{a_{1}^{n_{1}} \cdot a_{2}^{n_{2}} \cdot \ldots \cdot a_{k}^{n_{k}}: k \in \mathbb{N}, a_{i} \in S, n_{i} \in \mathbb{Z}\right\}
$$

If $G=\langle S\rangle$ we say that $S$ is a set of generators of $G$. If $G=\langle S\rangle$ and $S$ is finite then $G$ is called finitely generated.
A group generated by a unique element is called cyclic. The order of an element $g$ in a group is the cardinality of the cyclic subgroup $\langle g\rangle$ it generates.

Property 2.1.12. 1. Let $G$ be a group and $g \in G$ an element of finite order $d$. Then $d$ is the smallest positive integer such that $g^{d}=e$.
2. Let $G$ be a finite group. Then for all $g \in G, g^{|G|}=e$.

## Exercise 12.

1. Show that every cyclic group is isomorphic either to $\mathbb{Z}$ or to $\mathbb{Z} / n \mathbb{Z}$ for some $n \in \mathbb{N}$ (hint: apply the isomorphism theorem to the map $\left.\mathbb{Z} \rightarrow\langle g\rangle, k \mapsto g^{k}\right)$.
2. Let $p$ be a prime number. Show that up to isomorphism, there is a unique group of cardinality $p$.

Proposition 2.1.13. Let $G$ be a cyclic group of cardinality $n$. Then for any divisor d of $n$, there exists a unique subgroup $H_{d}<G$ of cardinality $d$, given by $H_{d}=\left\{x \in G: x^{d}=e\right\}$; this subgroup is cyclic. The quotient $G / H_{d}$ is also a cyclic group, of cardinality $n / d$.

Proof. (Sketch). Let $g$ a generator of $G$. Then $H_{d}=\left\langle g^{q}\right\rangle$ where $q=n / d$. For the quotient, use the isomorphism theorem with the map $G \rightarrow\left\langle g^{d}\right\rangle, x \mapsto x^{d}$.

Theorem 2.1.14 (Structure of finitely generated abelian groups). Let $G$ be a finitely generated abelian group. Then there exist integers $r, n_{1}, n_{2}, \ldots, n_{k}, n_{1}\left|n_{2}\right| \ldots \mid n_{k}$, such that

$$
G \simeq \mathbb{Z}^{r} \times \mathbb{Z} / n_{1} \mathbb{Z} \times \cdots \times \mathbb{Z} / n_{k} \mathbb{Z}
$$

and this decomposition is unique (if $n_{1}>1$ ).

## Exercise 13.

1. Show that $\left((\mathbb{Z} / n \mathbb{Z})^{*}, \times\right)$ is a group.
2. Prove Euler's theorem: for any positive integer $n$ and any integer $a$ coprime to $n$

$$
a^{\varphi(n)}=1 \bmod n
$$

(In other words, the order of $a \bmod n$ divides $\varphi(n)$ ).
3. Deduce Fermats's little theorem:

$$
\forall a \in \mathbb{Z}, p \text { prime, } a^{p}=a \bmod p
$$

4. Application: show that 1763 is not a prime number.

### 2.2 Commutative ring

We suppose that all rings are unitary and commutative.
Definition 2.2.1. Let $A$ be a set with two binary operations + and $\cdot$. Then $(A,+, \cdot)$ is a ring if

1. $(A,+)$ is a abelian group, with neutral element $0_{A}$;
2. . is associative, i.e. $(a \cdot b) \cdot c=a \cdot(b \cdot c)$ for all $a, b, c \in A$;
3. $\cdot$ is distributive over + , i.e. $a \cdot(b+c)=a \cdot b+a \cdot c$ and $(b+c) \cdot a=b \cdot a+c \cdot a$ for all $a, b, c \in A$;
4. there exists a unit element $1_{A}$ such that $a \cdot 1_{A}=1_{A} \cdot a$ for all $a \in A$;
5. . is commutative, i.e. $a \cdot b=b \cdot a$ for all $a, b \in A$.

Example. $(\mathbb{Z},+, \times)$ is a ring, as is $(\mathbb{Z} / n \mathbb{Z},+, \times)$ for any $n \in \mathbb{N}^{*}$. The set $\mathbb{R}[X]$ of polynomials with real coefficients is a ring for the usual addition and multiplication laws. ( $\{0\},+, \times$ ) is also a ring, called the zero ring: it is the only ring for which $1=0$.
Remark. If $A$ is a ring, then $0 \cdot a=0$ for all $a \in A$
Definition 2.2.2. - $A$ is a domain if $A \neq\{0\}$ and $\forall x, y \in A, x \cdot y=0 \Rightarrow x=0$ or $y=0$.

- $a$ is called $a$ zero divisor if $a \neq 0$ and there exist a non-zero element $b \in A$ such that $a b=0$. In particular, $A$ is a domain if it has no zero divisors. A non-zero element a which is not a zero divisor is called regular.

Example. $\quad \bullet \mathbb{Z}$ is a domain. $\mathbb{Z} / n \mathbb{Z}$ is a domain if and only if $n$ is prime.

- If $A$ and $B$ are two rings, the cartesian product $A \times B$ is a ring for the operations $(a, b)+$ $\left(a^{\prime}, b^{\prime}\right)=\left(a+a^{\prime}, b+b^{\prime}\right)$ and $(a, b) \cdot\left(a^{\prime}, b^{\prime}\right)=\left(a a^{\prime}, b b^{\prime}\right)$. It is however never a domain since $\left(1_{A}, 0_{B}\right) \cdot\left(0_{A}, 1_{B}\right)=\left(0_{A}, 0_{B}\right)$.

Definition 2.2.3. An element $x \in A$ is called invertible if there exists $y \in A$ s.t. $x \cdot y=1$.
The set of all invertible elements of $A$ is denoted by $A^{\times}$and is a group for the binary operation $\cdot$.

## Exercise 14.

1. Show that if $a \in A$ is regular, then $a b=a b^{\prime} \Leftrightarrow b=b^{\prime}$.
2. Show that $a \in \mathbb{Z} / n \mathbb{Z}$ is regular if and only if it is invertible.

Definition 2.2.4. Let $A$ and $B$ two rings. $A$ map $f: A \rightarrow B$ is a ring morphism if $f\left(1_{A}\right)=1_{B}$ and for all $a_{1}, a_{2} \in A, f\left(a_{1}+a_{2}\right)=f\left(a_{1}\right)+f\left(a_{2}\right)$ and $f\left(a_{1} a_{2}\right)=f\left(a_{1}\right) f\left(a_{2}\right)$. Ring morphisms are stable under composition.

Example. For any ring $A$, there exists a morphism $f: \mathbb{Z} \rightarrow A$ defined by setting $f(n)=1+1+\cdots+1$ ( $n$ times).

Definition 2.2.5. $A$ ring $(A,+, \cdot)$ is a field if $0 \neq 1$ and every non-zero element is invertible, i.e. $A^{\times}=$ $A^{*} \neq \emptyset$.

Example. $\mathbb{Q}, \mathbb{R}, \mathbb{C}$ are fields, but $\mathbb{Z}$ is not. For any prime $p, \mathbb{Z} / p \mathbb{Z}$ is a field. The set $\mathbb{R}(X)$ of real rational fractions is a field for the usual laws.

Definition 2.2.6 (Field of fractions). Let $A$ be a domain. The field of fractions of $A$, denoted Frac ( $A$ ), is the set of equivalence classes of pairs $A \times A^{*}$ for the relation $(a, b) \sim\left(a^{\prime}, b^{\prime}\right)$ iff $a b^{\prime}=a^{\prime} b$. The class of a pair $(a, b)$ is usually denoted by $a / b$ or $\frac{a}{b}$. The sum and product of two elements of Frac $(A)$ are defined by $\frac{a}{b}+\frac{a^{\prime}}{b^{\prime}}=\frac{a b^{\prime}+b a^{\prime}}{b b^{\prime}}$ and $\frac{a}{b} \cdot \frac{a^{\prime}}{b^{\prime}}=\frac{a a^{\prime}}{b b^{\prime}}$. Then $(\operatorname{Frac}(A),+, \cdot)$ is a field and there is a canonical injective ring morphism $A \rightarrow \operatorname{Frac}(A)$ which sends a to $\frac{a}{1}$.

Example. $\operatorname{Frac}(\mathbb{Z})=\mathbb{Q}$. If $K$ is already a field then $\operatorname{Frac}(K)=K$. The field of fractions of $\mathbb{R}[X]$ is $\mathbb{R}(X)$, the field of real rational fractions.

Definition 2.2.7. $A$ subset $I$ of $a \operatorname{ring}(A,+, \cdot)$ is an ideal if

1. $(I,+)$ is a subgroup of $(A,+)$,
2. for all $x \in I$ and $a \in A$, ax $\in I$.

Example. - Every ring $A$ admits $\{0\}$ and $A$ as ideals; they are called the trivial ideals.

- For any $x \in A$, the set $x A=\{x \cdot a: a \in A\}$ is an ideal.
- Let $I$ be an ideal of $A$ such that $I$ contains an invertible element, then $I=A$.
- Let $f: A \rightarrow B$ be a ring morphism. Then ker $f=\left\{a \in A: f(a)=0_{B}\right\}$ is an ideal of $A$.

Property 2.2.8 (Operations on ideals). Let $I, J$ two ideals of $A$, then

- $I \cap J$ is an ideal,
- $I+J:=\{f+g: f \in I, g \in J\}$ is an ideal. It is the smallest ideal containing $I$ and $J$.
- $I \cdot J:=\left\{f_{1} g_{1}+\cdots+f_{k} g_{k}: f_{i} \in I, g_{i} \in J\right\}$ is an ideal, included in $I \cap J$.

Definition 2.2.9. - The ideal generated by $x_{1}, \ldots, x_{n} \in A$ is

$$
\left(x_{1}, \ldots, x_{n}\right):=x_{1} A+\cdots+x_{n} A=\left\{x_{1} a_{1}+\cdots+x_{n} a_{n}: a_{1}, \ldots, a_{n} \in A\right\} .
$$

An ideal is called principal if it is generated by one element.

- A ring is principal if all its ideals are principal.

Proposition 2.2.10 (Ideals of a field). A non-zero ring $A$ is a field if and only if $A$ has no non-trivial ideals.

Definition 2.2.11 (Quotient ring). Let $I$ an ideal of $(A,+, \cdot)$. The quotient ring of $A$ by $I$ is $(A / I,+, \cdot)$, where $(A / I,+)$ is the quotient subgroup of $(A,+)$ by $(I,+)$ and the binary operation $\cdot$, given by $(a+I) \cdot\left(a^{\prime}+I\right)=\left(a \cdot a^{\prime}+I\right)$ is well defined.
The canonical projection map $\pi: A \rightarrow A / I$ is a ring morphism, whose kernel is precisely $I$.
Property 2.2.12 (Ideals of a quotient). There is one-to-one correspondence between the ideals of $A / I$ and the ideals of $A$ containing $I$ :

$$
\begin{aligned}
\{\text { Ideals of } A / I\} & \simeq\{J \text { ideal of } A: I \subset J\} \\
\mathcal{I} & \mapsto \pi^{-1}(\mathcal{I}) \\
\pi(J) & \hookrightarrow J
\end{aligned}
$$

Theorem 2.2.13 (Isomorphism theorem). Let $\phi: A_{1} \rightarrow A_{2}$ a surjective ring morphism. Then there exists a unique homomorphism $\hat{\phi}: A_{1} / \operatorname{ker} \phi \rightarrow A_{2}$, such that the following diagram is commutative:

i.e. $\phi=\hat{\phi} \circ \pi$; furthermore $\hat{\phi}$ is an isomorphism.

Example. Let $f: P(X) \in \mathbb{R}[X] \mapsto P(i) \in \mathbb{C}$. Then $\operatorname{ker}(f)$ is the ideal generated by $X^{2}+1$ and one has the isomorphism $\mathbb{R}[X] /\left(X^{2}+1\right)=\mathbb{C}$.

Definition 2.2.14. An ideal $I$ of a ring $A$ is called prime if $I \neq A$ and for all $a, b \in I$

$$
a b \in I \Rightarrow a \in I \text { or } b \in I \text {. }
$$

An ideal $I$ is called maximal if $I \neq A$ and for all ideal $J$ s.t. $I \subset J$, either $I=J$ or $J=A$.

## Exercise 15.

1. Show that $I$ is a prime ideal of $A$ iff $A / I$ is a domain.
2. Show that $I$ is a maximal ideal of $A$ iff $A / I$ is a field.
3. Deduce that a maximal ideal is necessarily prime.

### 2.2.1 The rings $\mathbb{Z}$ and $\mathbb{Z} / n \mathbb{Z}$

1. $\mathbb{Z}$ is principal (from Euclidean division)
2. prime ideals are $p \mathbb{Z}$ (and so maximal since the quotient is a field)
3. $a \mathbb{Z}+b \mathbb{Z}=(a \wedge b) \mathbb{Z}$
4. $a \mathbb{Z} \cap b \mathbb{Z}=(a \vee b) \mathbb{Z}$

If $n=\prod\left(p_{i}\right)^{\alpha_{i}}$, then

1. $\mathbb{Z} / n \mathbb{Z} \simeq \prod \mathbb{Z} / p_{i}^{\alpha_{i}} \mathbb{Z}$
2. $\mathbb{Z} / n \mathbb{Z}^{\times} \simeq \prod\left(\mathbb{Z} / p_{i}^{\alpha_{i}} \mathbb{Z}\right)^{\times}$
3. $\varphi(n):=\#\left(\mathbb{Z} / n \mathbb{Z}^{\times}\right)=\prod \varphi\left(p_{i}^{\alpha_{i}}\right)=n \prod\left(1-1 / p_{i}\right)$

### 2.2.2 Polynomial rings

Definition 2.2.15. Let $A$ be a ring. The ring of polynomials in $n$ variables and coefficients in $A$ is

$$
A\left[X_{1}, \ldots, X_{n}\right]=\left\{\sum_{\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{N}^{n}} c_{\alpha} X_{1}^{\alpha_{1}} \ldots X_{n}^{\alpha_{n}}\right\}
$$

where there are only finitely many non-zero coefficients $c_{\alpha} \in A$.
Property 2.2.16. 1. There is a canonical isomorphism $A\left[X_{1}, \ldots, X_{n}\right]=A\left[X_{1}, \ldots, X_{n-1}\right]\left[X_{n}\right]$.
2. The ring $A\left[X_{1}, \ldots, X_{n}\right]$ is a domain if and only if $A$ is a domain.
3. If $A$ is a domain then $A\left[X_{1}, \ldots, X_{n}\right]^{\times}=A^{\times}$.

Proof. 2. Using 1., by induction on the number of variables it suffices to show that $A[X]$ is a domain if $A$ is a domain (the "only if" part is clear since $A \subset A[X]$ ). So let $P$ and $Q$ be two non-zero elements of $A[X], A$ domain. Then the leading coefficient of the product $P Q$ is the product of the leading coefficients of $P$ and $Q$, which cannot vanishes since $A$ is a domain; in particular $P Q \neq 0$.
3. By induction it suffices again to consider the case of $A[X]$, which is settled by looking at the leading coefficients.

Euclidean division : The Euclidean division algorithm in $A[X]$ is similar to the algorithm in $\mathbb{Z}$ : at each step, one tries to cancel out the highest order term of the dividend. For instance in $\mathbb{Z}[X]$, the division of $3 X^{5}+2 X^{4}-X^{3}-7 X+5$ by $X^{2}-X+2$ is carried out as follows:

$$
\left.\begin{array}{rrrrr|l}
3 X^{5} & +2 X^{4} & -X^{3} & & -7 X & +5 \\
X^{2}-X+2 \\
\hline 3 X^{5} & -3 X^{4} & +6 X^{3} & & & \\
& 5 X^{4} & -7 X^{3} & & -7 X & +5
\end{array}\right)
$$

$\Rightarrow 3 X^{5}+2 X^{4}-X^{3}-7 X+5=\left(X^{2}-X+2\right)\left(3 X^{3}+5 X^{2}-2 X-12\right)-15 X+29$.
This algorithm may fail when the leading coefficient of the divisor is not invertible: for instance in $\mathbb{Z}[X]$ it does not work for the division of $3 X^{2}+1$ by $2 X$. This is not an issue if $A$ is a field.

Theorem 2.2.17. Let $K$ a field.

1. Euclidean division: for all $P_{1}, P_{2} \in K[X], P_{2} \neq 0$, there exist unique $Q, R \in K[X]$ s.t. $P_{1}=$ $P_{2} Q+R$ with $\operatorname{deg} R<\operatorname{deg} P_{2}$.
2. $K[X]$ is principal.

Proof. (Principality of $K[X]$ ). Let $\mathcal{I} \neq\{0\}$ be an ideal of $K[X]$. Let $P_{m}$ be a polynomial in $\mathcal{I}$ such that $\operatorname{deg} P_{m}=\min \{\operatorname{deg} P: P \in \mathcal{I}, P \neq 0\}$; we want to show that $\mathcal{I}=\left(P_{m}\right)$. Let $P$ be a polynomial in $\mathcal{I}$, then there exist $Q, R$ such that $P=P_{m} Q+R, \operatorname{deg} R<\operatorname{deg} P_{m}$. Since $P_{m}$ and $P$ are in $\mathcal{I}$, $P-P_{m} Q=R$ is also in $\mathcal{I}$. But $\operatorname{deg} R<\operatorname{deg} P_{m}=\min \{\operatorname{deg} P: P \in \mathcal{I}, P \neq 0\}$, so $R=0$ and $P=P_{m} Q$, i.e. $P \in\left(P_{m}\right)$.

The polynomial $P_{m}$ is called the minimal polynomial of $\mathcal{I}$; it is unique if it is required to be monic (i.e. its leading coefficient equals 1).

Remark. $A[X]$ is never principal if $A$ is not a field. In particular $K\left[X_{1}, \ldots, X_{n}\right]$ is not principal if $n \geq 2$ (consider the ideal ( $\left.X_{1}, X_{2}\right)$ ).

Since $K[X]$ is principal, we can define gcd's and lcm's as in the integer case. These notions are only well-defined up to multiplication by a non-zero constant, so we will require polynomials to be monic. We will not develop here the theory in several variables.

Definition 2.2.18 (Gcd and lcm). Let $P_{1}, P_{2}$ be two polynomials in $K[X]$. The gcd of $P_{1}$ and $P_{2}$ is the monic polynomial $G=P_{1} \wedge P_{2}$ such that $(G)=\left(P_{1}\right)+\left(P_{2}\right)$. The lcm of $P_{1}$ and $P_{2}$ is the monic polynomial $L=P_{1} \vee P_{2}$ such that $(L)=\left(P_{1}\right) \cap\left(P_{2}\right)$. The polynomials $P_{1}$ and $P_{2}$ are coprime if $P_{1} \wedge P_{2}=1$.

Property 2.2.19. - $Q \mid P_{1}$ and $Q\left|P_{2} \Leftrightarrow Q\right|\left(P_{1} \wedge P_{2}\right)$.

- $P_{1} \mid Q$ and $P_{2}\left|Q \Leftrightarrow\left(P_{1} \vee P_{2}\right)\right| Q$.
- Gauss: if $P$ and $Q$ are coprime and $P \mid Q R$, then $P \mid R$.
- Bézout: there exist $U, V \in K[X]$ such that $U P_{1}+V P_{2}=\left(P_{1} \wedge P_{2}\right)$

Gcd's and Bézout coefficients can be computed with the extended Euclid algorithm, as in the integer case.

## Exercise 16.

1. Compute the gcd of $X^{5}+2 X^{4}+2 X^{3}+3 X^{2}+4 X+4 \in \mathbb{Z} / 7 \mathbb{Z}[X]$ and $X^{4}+3 X^{3}+5 X^{2}+3 X+1 \in$ $\mathbb{Z} / 7 \mathbb{Z}[X]$. (Answer: $X^{2}+4 X+1$ ).
2. Compute the Bézout coefficients of $P_{1}=X^{3}+2 X^{2}+2 X+1 \in \mathbb{Z} / 3 \mathbb{Z}[X]$ and $P_{2}=X^{3}+X^{2}+2 \in$ $\mathbb{Z} / 3 \mathbb{Z}[X]$. (Answer: $\left.(2 X+1) P_{1}+X P_{2}=1\right)$.

We can also define a congruence relation for polynomials in an obvious fashion, so that working modulo a polynomial $P \in K[X]$ is equivalent to working in $K[X] /(P)$. In particular, using the Euclidean division we see that the elements of $K[X] /(P)$ (i.e. the residue classes modulo $P$ ) are in one-to-one correspondence with the set of polynomials of $K[X]$ of degree strictly smaller than $\operatorname{deg} P$.

Property 2.2.20. - Chinese remainder theorem: let $P_{1}$ and $P_{2}$ two coprime polynomials in $K[X]$, then for any polynomials $Q_{1}, Q_{2}$, the equations $\left\{\begin{array}{l}P=Q_{1} \bmod P_{1} \\ P=Q_{2} \bmod P_{2}\end{array}\right.$ have a solution, unique modulo $P_{1} P_{2}$.

- Modular inverse: a polynomial $Q \in K[X]$ is invertible modulo $P$ (i.e. there exists $R$ s.t. $Q R=$ $1 \bmod P)$ iff $Q$ and $P$ are coprime.


## Exercise 17.

1. Find a polynomial $P$ in $\mathbb{Z} / 3 \mathbb{Z}[X]$ such that $\left\{\begin{array}{l}P=X^{2}+X \bmod X^{3}+2 X^{2}+2 X+1 \\ P=2 X+1 \bmod X^{3}+X^{2}+2\end{array}\right.$
2. In $\mathbb{Z} / 2 \mathbb{Z}[X]$, is $X^{3}+X+1$ invertible modulo $X^{4}+X^{2}+1$ ? If so, compute its modular inverse. (Answer: yes, $X^{3}+X^{2}+1$ ).

Definition 2.2.21. A polynomial $P \in K\left[X_{1}, \ldots, X_{n}\right]$ is irreducible if $\operatorname{deg} P>0$ and $P$ is not a product of two non-invertible polynomials, i.e.

$$
P=P_{1} P_{2} \quad \Rightarrow \quad P_{1} \in K^{*} \text { or } P_{2} \in K^{*}
$$

Example. The irreducible polynomials of $\mathbb{C}[X]$ (or more generally $K[X]$ where $K$ is algebraically closed) are exactly the degree one polynomials. In $\mathbb{R}[X]$, the irreducible polynomials are the degree one polynomials and the degree 2 polynomials of negative discriminant.

Theorem 2.2.22 (Unique factorization). Any non-zero polynomial $P \in K[X]$ can be written as

$$
P=c P_{1}^{\alpha_{1}} \ldots P_{k}^{\alpha_{k}}
$$

where $c=L C(P) \in K^{*}, \alpha_{i} \in \mathbb{N}$, and the polynomials $P_{i}$ are monic irreducible. This decomposition is unique up to permutation and terms with exponent zero.

Remark. This theorem is also true for polynomials in several variables. The gcd and lcm of two polynomials can be recovered from this factorization as in the integer case.

## Exercise 18.

1. List all the irreducible polynomials of $\mathbb{Z} / 2 \mathbb{Z}[X]$ of degree up to 4 .
2. Factorize $X^{7}+1 \in \mathbb{Z} / 2 \mathbb{Z}[X]$.

Proposition 2.2.23. The following are equivalent:

1. $\mathcal{I}$ is a prime ideal of $K[X]$;
2. $\mathcal{I}$ is a maximal ideal of $K[X]$;
3. $\mathcal{I}=(P)$ where $P \in K[X]$ is irreducible.

Proposition 2.2.24 (Roots). - Let $A$ be a ring and $P \in A[X]$. Then $(X-a) \mid P$ if and only if $P(a)=0$.

- Let $A$ be a domain. Then a polynomial $P \in A[X]$ has at most $\operatorname{deg} P$ distinct roots.

Proof. For the first statement, we write the Euclidean division of $P$ by $X-a$ (which is possible since $L C(X-a)=1): P=(X-a) Q+c$, where $c \in A$ since $\operatorname{deg} c<1$. Then $P(a)=(a-a) Q(a)+c=c$, so $P(a)=0$ iff $P=(X-a) Q$.
In the case $A$ is a field, the second part follows from the unique factorization of $P$. To prove the general case it suffices to work in the field of fractions of $A$.

Remark. Things can go quite wrong when $A$ is not a domain. For instance in $\mathbb{Z} / 12 \mathbb{Z}[X], X^{2}-1=$ $(X+1)(X-1)=(X-5)(X-7)$.

### 2.2.3 Vector spaces

Definition 2.2.25. Let $K$ be a field. Let $E$ be a set endowed with a binary operation + and a scalar multiplication, i.e. a map $K \times E \rightarrow E,(a, x) \mapsto a \cdot x$. Then $E$, together with this two operations, is $a$ $K$-vector space if:

1. $(E,+)$ is an abelian group;
2. for all $a \in K$ and $x, y \in E, a \cdot(x+y)=a \cdot x+a \cdot y$;
3. for all $a, b \in K$ and $x \in E,(a+b) \cdot x=a \cdot x+b \cdot x$;
4. for all $a, b \in K$ and $x \in E,(a b) \cdot x=a \cdot(b \cdot x)$;
5. for all $x \in E, 1 \cdot x=x$.

Example. For $n \geq 1$, the set of n-tuples $K^{n}$ has a natural $K$-v.s. structure, for the operations $\left(a_{1}, \ldots, a_{n}\right)+\left(b_{1}, \ldots, b_{n}\right)=\left(a_{1}+b_{1}, \ldots, a_{n}+b_{n}\right)$ and $a \cdot\left(a_{1}, \ldots, a_{n}\right)=\left(a a_{1}, \ldots, a a_{n}\right)$.

Definition 2.2.26. Let $E$ be a $K$-vector space. A family $\left\{u_{1}, \ldots, u_{n}\right\}$ of elements of $K$ is linearly independent if

$$
\forall a_{1}, \ldots, a_{n} \in K, \quad a_{1} u_{1}+\ldots a_{n} u_{n}=0 \Rightarrow a_{1}=\cdots=a_{n}=0
$$

A family that is not linearly independent is called linearly dependent; equivalently, $\left\{u_{1}, \ldots, u_{n}\right\}$ is linearly dependent if there exist $a_{1}, \ldots, a_{n} \in K$, at least one of which is not zero, such that $a_{1} u_{1}+$ $\ldots a_{n} u_{n}=0$.

Definition 2.2.27. A $K$-vector space $E$ is called finite-dimensional if there exists a (finite) family $\left\{u_{1}, \ldots, u_{n}\right\}$ of elements of $E$ such that every element of $E$ is a linear combination of the $u_{i}$, i.e.

$$
\forall v \in E, \exists a_{1}, \ldots, a_{n} \in K, v=a_{1} u_{1}+\cdots+a_{n} u_{n}
$$

Such a family is called a spanning set of $E$.
Definition 2.2.28. Let $E$ be a finite-dimensional $K$-vector space. $A$ basis of $E$ is a spanning set $\left\{u_{1}, \ldots, u_{n}\right\}$ which is also linearly independent. Equivalently, $\left\{u_{1}, \ldots, u_{n}\right\}$ is a basis of $E$ if for any $v \in E$, there exists a unique tuple $\left(a_{1}, \ldots, a_{n}\right) \in K^{n}$ s.t. $v=a_{1} u_{1}+\cdots+a_{n} u_{n}$.

Theorem 2.2.29. Let $E$ be a finite-dimensional $K$-vector space. Then $E$ admits a basis. Furthermore, all bases of $E$ contains the same number of elements, called the dimension of $E$.

## Chapter 3

## Elementary field theory

### 3.1 Characteristic, prime fields

Lemma 3.1.1. For any ring $A$, there exists a unique ring morphism $f: \mathbb{Z} \rightarrow A$.
Proof. By definition, $f(1)=1_{A}$, so for any $n \geq 0, f(n)=f(1+\cdots+1)=f(1)+\cdots+f(1)=1_{A}+\cdots+1_{A}$ ( $n$ times) and $f(-n)=-f(n)$.

Definition 3.1.2. The characteristic of a ring $A$ is the integer $\operatorname{char}(A) \geq 0$ such that $\operatorname{ker}(f)=$ $\operatorname{char}(A) \mathbb{Z}$.

In particular, the isomorphism theorem shows that $A$ contains a subring isomorphic to $\mathbb{Z} / \operatorname{char}(A) \mathbb{Z}$. If the morphism $f$ is injective then $\operatorname{char}(A)=0$ and $A$ contains a copy of $\mathbb{Z}$ as a subring.
Proposition 3.1.3. The characteristic of a field (or of a domain) is either 0 or a prime number $p$. Every field $K$ contains a subfield, called its prime field, either isomorphic to $\mathbb{Q}$ if $\operatorname{char}(K)=0$ or isomorphic to $\mathbb{Z} / \operatorname{char}(K) \mathbb{Z}$ otherwise.

Proof. If the characteristic of a ring $A$ is equal to a composite number $n=n_{1} n_{2}$, then $f\left(n_{1}\right) \cdot f\left(n_{2}\right)=$ $f\left(n_{1} n_{2}\right)=f(n)=0$ but $f\left(n_{1}\right) \neq 0$ and $f\left(n_{2}\right) \neq 0$, so that $A$ is not a domain. For the second part, the positive characteristic case has already been discussed. If $\operatorname{char}(K)=0$ then $K$ contains a subring isomorphic to $\mathbb{Z}$, but it must also contains the inverses of all the elements of this subring and finally all fractions of $\mathbb{Q}$.

Example. The characteristic of the fields $\mathbb{Q}, \mathbb{R}, \mathbb{C}, \mathbb{R}(X)$ is zero. Examples of characteristic $p$ fields are $\mathbb{Z} / p \mathbb{Z}$ and $\mathbb{Z} / p \mathbb{Z}(X)$ (the field of rational fractions with coefficients in $\mathbb{Z} / p \mathbb{Z}$ ).

### 3.2 Field extension

Lemma 3.2.1. Let $K, L$ be two fields and $f: K \rightarrow L$ a ring morphism. Then $f$ is injective.
Proof. We know that ker $f=\left\{x \in K: f(x)=0_{L}\right\}$ is an ideal of $K$. But $K$ is a field, so its only ideals are the trivial ones $\{0\}$ and $K$. Since $f\left(1_{K}\right)=1_{L}$, $\operatorname{ker} f$ is strictly smaller than $K$ and so is equal to $\{0\}: f$ is injective.

Definition 3.2.2. Let $K$ be a subfield of a field $L$. Then $L$ is called an extension of $K$, which is denoted by $L / K$.
If $K_{1}$ and $K_{2}$ are two fields and there exists a ring morphism $K_{1} \rightarrow K_{2}$, then we can identify $K_{1}$ with its image in $K_{2}$ and consider the extension $K_{2} / f\left(K_{1}\right)$; when the context is clear this will also be simply denoted by $K_{2} / K_{1}$ and we will also say that $K_{2}$ is an extension of $K_{1}$.

Proposition 3.2.3. Let $L / K$ be a field extension. Then $L$ has a natural $K$-vector space structure. The dimension of $L$ as a $K$-vector space is denoted $[L: K]$ and is called the degree of this extension.

Indeed, the scalar multiplication of $l \in L$ by $k \in K \subset L$ is just the field product $k \cdot l$ in $L$.
Corollary 3.2.4. Every finite field has a cardinality of the form $p^{n}$ where $p$ is prime and $n \in \mathbb{N}$.

Proof. Let $K$ be a field whose cardinality is finite. It cannot contain a subfield isomorphic to $\mathbb{Q}$, which is infinite, so its characteristic is a prime number $p$ and its prime field $K_{0}$ is isomorphic to $\mathbb{Z} / p \mathbb{Z}$. Obviously $K$ is an extension of $K_{0}$. Let $n$ be the degree of the extension $K / K_{0} ; n$ is finite since otherwise $K$ would be infinite. So $K$ is a dimension $n$ vector space over $K_{0} \simeq \mathbb{Z} / p \mathbb{Z}$; in particular its cardinality is $p^{n}$.

We will see later that in fact, for any $p$ and $n$, there exists up to isomorphism a unique field with $p^{n}$ elements.

Theorem 3.2.5 (Multiplicative formula for degrees). Let $M / L$ and $L / K$ two field extensions, then $M / K$ is an extension field and

$$
[M: K]=[M: L] \cdot[L: K]
$$

Proof. Check that if $\left\{e_{1}, \ldots, e_{n}\right\}$ is a basis of $M$ over $L$ and $\left\{f_{1}, \ldots, f_{m}\right\}$ is a basis of $L$ aver $K$ then $\left\{e_{i} f_{j}: 1 \leq i \leq n, 1 \leq j \leq m\right\}$ is a basis of $M$ over $K$.

Definition 3.2.6. Let $L / K$ be an extension and $A \subset L$. We define $K(A)$ (resp. $K[A]$ ) as the smallest subfield (resp. subring) of $L$ containing $K$ and $A$; the field $K(A)$ is of course an extension of $K$. If $A$ is a finite set $\left\{a_{1}, \ldots, a_{n}\right\}$ then $K(A)$ (resp. $K[A]$ ) is more usually denoted by $K\left(a_{1}, \ldots, a_{n}\right)$ (resp. $\left.K\left[a_{1}, \ldots, a_{n}\right]\right)$.

Remark. Let $L / K$ be a field extension and $a \in L$. Then

$$
K[a]=\{P(a): P \in K[X]\} \text { and } K(a)=\{P(a) / Q(a): P, Q \in K[X], Q(a) \neq 0\}
$$

Definition 3.2.7. Let $L / K$ be a field extension and $a \in L$. Let $\phi: K[X] \rightarrow L$ the map that sends $a$ polynomial $P$ to $P(a)$; it is a ring morphism.

- If $\phi$ is injective (i.e. $\operatorname{ker} \phi=\{0\}$ ) then $a$ is called transcendental over $K$.
- If $\phi$ is not injective then a is called algebraic over $K$. The minimal polynomial of the (principal) ideal $\operatorname{ker} \phi$ is called the minimal polynomial of a over $K$; by definition, it is the smallest degree monic polynomial $P_{m} \in K[X]$ such that $P_{m}(a)=0$.

Example. The real numbers $\pi$ and $e$ are transcendental over $\mathbb{Q}$. For any field $K$, the element $X$ of $K(X)$ is transcendental over $K$. The real numbers $\sqrt{3}, i, \sqrt[3]{2}$ are algebraic over $\mathbb{Q}$ : their minimal polynomials are respectively $X^{2}-3, X^{2}+1$ and $X^{3}-2$.

Proposition 3.2.8. Let a be a transcendental element over $K$. Then $K[a] \simeq K[X]$ and $K(a) \simeq K(X)$; in particular, $K[a] \neq K(a)$.

Theorem 3.2.9. Let $L / K$ be a field extension and $a \in L$. The following are equivalent:

1. $a$ is algebraic over $K$;
2. $K[a]=K(a)$;
3. $[K(a): K]<\infty$.

Proof. $3 \Rightarrow 1$ and $2 \Rightarrow 1$ : we have seen that if $a$ is not algebraic over $K$ then $K[a] \neq K(a)$ and $K(a) \simeq K(X)$, which is infinite-dimensional as a $K$-vector space.
$1 \Rightarrow 2$ and $1 \Rightarrow 3$ : let $P_{m}$ be the minimal polynomial of $a$ over $K$. Then $P_{m}$ is irreducible; indeed, if $P_{m}=P_{1} P_{2}$ where $P_{1}$ and $P_{2}$ are non-constant polynomials, then $P_{m}(a)=0=P_{1}(a) P_{2}(a)$, so either $P_{1}(a)=0$ or $P_{2}(a)=0$, which contradicts the minimality of $P_{m}$. Now the isomorphism theorem shows that $K[a] \simeq K[X] /\left(P_{m}\right)$. Since $P_{m}$ is irreducible the ideal $\left(P_{m}\right)$ is maximal, so $K[X] /\left(P_{m}\right) \simeq K[a]$ is a field, and thus $K[a]$ is equal to $K(a)$. In particular, every element of $K(a)$ is of the form $P(a)$ for some $P \in K[X]$. But the Euclidean division of $P$ by $P_{m}$ shows that $P(a)=Q(a) P_{m}(a)+R(a)=R(a)$, so in fact every element of $K(a)$ is of the form $R(a)=\sum_{i=1}^{\operatorname{deg} R} c_{i} a^{i}$ for some $R \in K[X]$ of degree strictly smaller than $\operatorname{deg} P_{m}$. This implies that $\left\{1, a, a^{2}, \ldots, a^{\operatorname{deg} P_{m}-1}\right\}$ is a spanning set of the $K$-vector space $K(a)$, which is thus finite-dimensional.

Remark. It is actually not difficult to show that if $a$ is algebraic over $K$, then $\operatorname{deg} P_{m}=[K(a): K]$ and $\left\{1, a, \ldots, a^{\operatorname{deg} P_{m}-1}\right\}$ is a $K$-basis of $K(a)$. If $n=[K(a): K]$ we say that $a$ is algebraic of degree $n$.

Exercise 19. Let $a$ be an algebraic element of minimal polynomial $P_{m} \in K[X]$ and $P$ an element of $K[X]$ such that $P(a) \in K(a)$ is different from 0 . How can one compute a polynomial $Q \in K[X]$ such that $Q(a)=(P(a))^{-1}$ ?

Definition 3.2.10. An extension $L / K$ is called finite if $[L: K]<\infty$.
An extension $L / K$ is called algebraic if every element of $L$ is algebraic over $K$.

A finite extension cannot contain transcendental elements and so is algebraic. The converse is not true: an algebraic extension of $K$ may not be finite (if it is generated by an infinite number of elements).

Exercise 20. Show that if $L / K$ is finite then there exist elements $a_{1}, \ldots, a_{n} \in K$ such that $L=$ $K\left(a_{1}, \ldots, a_{n}\right)$.

Proposition 3.2.11. Let $K$ be a field. The following are equivalent:

1. every non-constant polynomial $P \in K[X]$ admits a root in $K$;
2. every non-constant polynomial $P \in K[X]$ is a product of degree 1 polynomials;
3. the irreducible polynomials of $K[X]$ are the $X-a, a \in K$;
4. if $L / K$ is an algebraic extension then $L=K$.

A field $K$ is called algebraically closed if it satisfies these properties.

Exercise 21. Show the equivalence of the four points above.
Example. The field $\mathbb{C}$ is algebraically closed (fundamental theorem of algebra). For any prime $p$, the field $\mathbb{Z} / p \mathbb{Z}$ is not algebraically closed: the polynomial $\prod_{a=0}^{p-1}(X-a)+1$ has no roots.
Theorem 3.2.12. Let $K$ be a field. Then there exists an algebraically closed field $\bar{K}$ containing $K$ and such that the extension $\bar{K} / K$ is algebraic. Such a field $\bar{K}$ is called an algebraic closure of $K$.

Example. $\mathbb{C}$ is an algebraic closure of $\mathbb{R}$. It is however not an algebraic closure of $\mathbb{Q}$ since the extension $\mathbb{C} / \mathbb{Q}$ is not algebraic (the algebraic closure of $\mathbb{Q}$ is strictly contained in $\mathbb{C}$ ).
Definition 3.2.13. Let $L / K$ a field extension and $a_{1}, \ldots, a_{n} \in L$. The family $\left\{a_{1}, \ldots, a_{n}\right\}$ is called algebraically independent (over $K$ ) if there is no non-trivial polynomial relation over $K$ between its elements, i.e.

$$
\forall P \in K\left[X_{1}, \ldots, X_{n}\right], \quad P\left(a_{1}, \ldots, a_{n}\right)=0 \Rightarrow P=0 .
$$

The transcendence degree of the extension $L / K$ is the largest cardinality of an algebraically independent family in $L$.

Example. - An element $a \in L$ is transcendental over $K$ iff the family $\{a\}$ is algebraically independent. The transcendence degree of an extension is zero iff the extension is algebraic.

- It is not known if the family $\{\pi, e\}$ is algebraically independent over $\mathbb{Q}$. It is however possible to show that the transcendence degree of $\mathbb{R} / \mathbb{Q}$ is infinite (otherwise $\mathbb{R}$ would be countable).
- The family $\left\{X_{1}, \ldots, X_{n}\right\}$ in $K\left(X_{1}, \ldots, X_{n}\right)$ is algebraically independent over $K$, and the transcendence degree of this extension is $n$.

Property 3.2.14. The transcendence degree of an extension $L / K$ is $n$ if and only if there exists a subfield $M, K \subset M \subset L$, such that the extension $L / M$ is algebraic and $M$ is isomorphic to $K\left(X_{1}, \ldots, X_{n}\right)$.
Definition 3.2.15. An automorphism of a field $K$ is a bijective ring morphism $K \rightarrow K$. If $L / K$ is an extension, then a map $f: L \rightarrow L$ is $K$-automorphism of $L$ if it is an automorphism of $L$ and $f(k)=k$ for all $k \in K$.
If $L / K$ and $M / K$ are two extensions, a ring morphism $f: L \rightarrow M$ is called a $K$-morphism if it fixes every element of $K$, i.e. $f(k)=k$ for all $k \in K$.

## Exercise 22.

1. Show that the only $\mathbb{R}$-automorphisms of $\mathbb{C}$ are the identity and the complex conjugation. (There exist however many more automorphisms of $\mathbb{C}$.)
2. Let $K$ be a field and $K_{0}$ its prime field. Show that every automorphism of $K$ is a $K_{0}$ automorphism.
3. Let $f$ be an automorphism of $\mathbb{R}$, show that $f$ is the identity (hint: show that $f$ is strictly increasing).
Definition 3.2.16. Let $L$ be a field and $P=\sum_{i=0}^{d} c_{i} X^{i}$ a polynomial in $L[X]$. Let $\sigma$ be an automorphism of $L$. Then the image of $P$ by $\sigma$ is the polynomial

$$
P^{\sigma}=\sum_{i=0}^{d} \sigma\left(c_{i}\right) X^{i} \in L[X] .
$$

In particular, for any $a \in L$ one has $\sigma(P(a))=P^{\sigma}(\sigma(a))$.

Definition 3.2.17. The Galois group of an extension $L / K$ is the set $G a l(L / K)$ of $K$-automorphisms of $L$; it is a group for the composition law. The absolute Galois group of a field $K$ is the Galois group of the extension $\bar{K} / K$ where $\bar{K}$ is the algebraic closure of $K$.

Remark. Sometimes the term "Galois group" is restricted to a specific kind of extensions (Galois extensions) and the more general term " $K$-automorphism group", denoted $A u t_{K}(L)$, is used. The aim of Galois theory is to relate the subgroups of the Galois group with the sub-extensions of $L / K$, but this will not be discussed in these lectures.

Theorem 3.2.18. Let $L / K$ be a finite field extension, then $|G a l(L / K)| \leq[L: K]$.

Proof. We will only show this for extensions generated by a unique element, i.e. for $L=K(a)$ for some $a \in L$. Let $P_{m}$ be the minimal polynomial of $a$ and $n=[K(a): K]$ its degree; we know that every element $x \in K(a)$ can be written as $x=\sum_{i=0}^{n-1} c_{i} a^{i}$ where $c_{0}, \ldots, c_{n-1}$ are in $K$. Let $\sigma$ be a $K$-automorphism of $K(a)$. Then $\sigma(x)=\sigma\left(\sum_{i=0}^{n-1} c_{i} a^{i}\right)=\sum_{i=0}^{n-1} \sigma\left(c_{i}\right) \sigma(a)^{i}=\sum_{i=0}^{n-1} c_{i} \sigma(a)^{i}$. This shows that a $K$-automorphism of $K(a)$ is completely determined by the image of $a$, namely, if $\sigma$ and $\tau$ are two $K$-automorphisms such that $\sigma(a)=\tau(a)$ then $\sigma=\tau$. But the value of $\sigma(a)$ cannot be arbitrary. Indeed, since $P_{m}(a)=0$, one must have $\sigma\left(P_{m}(a)\right)=P_{m}^{\sigma}(\sigma(a))=\sigma(0)=0$. But $P_{m}^{\sigma}=P_{m}$ because $P_{m}$ has coefficients in $K$, so $P_{m}(\sigma(a))$ must be zero. Since $P_{m}$ has at most $n$ distinct roots, this implies that there are at most $n$ distinct $K$-automorphisms of $K(a)$.

Definition 3.2.19. Let $K$ be a field and $S$ a set of automorphisms of $K$. Then the fixed field of $S$ is the set

$$
K^{S}=\{k \in K: \sigma(k)=k \text { for all } \sigma \in S\}
$$

Remark. It is immediate to show that $K^{S}$ is indeed a field. It is also clear that if $G$ is the group of automorphisms generated by $S$ then $K^{S}=K^{G}$.

### 3.3 Rupture field and splitting field

Definition 3.3.1. Let $P=\sum_{i=0}^{d} a_{i} X^{i}$ be a polynomial of $K[X]$. Its (formal) derivative is the polynomial $P^{\prime}=\sum_{i=0}^{d}\left(i . a_{i}\right) X^{i-1}$, where $i . a_{i}$ is a shorthand for $a_{i}+\cdots+a_{i}$ (i times).

Property 3.3.2. The formal derivative satisfies the usual derivative properties: for all $P, Q \in K[X]$ and $a \in K,(P+Q)^{\prime}=P^{\prime}+Q^{\prime},(a P)^{\prime}=a\left(P^{\prime}\right)$, and $(P Q)^{\prime}=P^{\prime} Q+Q^{\prime} P$.

Exercise 23. Determine all the polynomials whose derivatives is zero.
Proposition 3.3.3. Let $K$ be a field and $\bar{K}$ its algebraic closure. Let $P$ be a non-zero polynomial in $K[X]$ and $\alpha \in \bar{K}$ a root of $P$. Then $\alpha$ is a multiple root of $P$ if and only if $P^{\prime}(\alpha)=0$. In particular, $P$ has no multiple root in $\bar{K}$ if and only if $\operatorname{gcd}\left(P, P^{\prime}\right)=1$.

Definition 3.3.4. Let $P$ be a polynomial in $K[X]$ and $L / K$ a field extension. The field $L$ is called $a$ rupture field of $P$ if there exists an element $\alpha \in L$ such that $P(\alpha)=0$ and $L=K(\alpha)$. The field $L$ is called $a$ splitting field of $P$ if there exist $\alpha_{1}, \ldots, \alpha_{\operatorname{deg} P} \in L$ such that $P=c \prod\left(X-\alpha_{i}\right)$ and $L=K\left(\alpha_{1}, \ldots, \alpha_{\operatorname{deg} P}\right)$

In other words, a rupture field for $P$ is obtained by adjoining to the base field a root of $P$, while a splitting field is obtained by adjoining all the roots of $P$. Note that rupture fields are usually defined only for irreducible polynomials since otherwise there is an ambiguity on the irreducible factor whose root is adjoined.

Theorem 3.3.5. Let $P \in K[X]$ be an irreducible polynomial. There exists a rupture field $L$ for $P$. Furthermore, if $L$ and $L^{\prime}$ are two rupture fields for $P$ then there exists a $K$-isomorphism $L^{\prime} \rightarrow L$, i.e. the rupture field is unique up to isomorphism.

Proof. Existence: if $d$ is the degree of $P$ we can write $P$ as $\sum_{i=0}^{d} c_{i} X^{i}$. We start by considering the polynomial $P(T)=\sum_{i=0}^{d} c_{i} T^{i} \in K[T]$ and the quotient ring $L=K[T] /(P(T))$. Since $P$ is irreducible, the ideal $(P(T))$ is maximal so $L$ is a field. Furthermore $L$ contains $K$ as the residue classes of the constant polynomials, thus it is an extension of $K$. Let $t$ be the residue class of $T$, i.e. its equivalence class in the quotient; it is clear that $L=K(t)$. We claim that $t$ is a root of $P \in K[X] \subset L[X]$ (note that elements of the later ring are polynomials whose coefficients are themselves residue classes of polynomials). Indeed, since $t$ is the residue class of $T, P(t)=\sum_{i=0}^{d} c_{i} t^{i}$ is the residue class of $P(T)$, which is exactly the zero element of $L$.
Uniqueness: we will show that any rupture field $L$ of $P$ is isomorphic to $K[T] /(P(T))$. Let $\alpha \in L$ be a root of $P$ such that $L=K(\alpha)$. Since $P(\alpha)=0, P$ is a multiple of the minimal polynomial $P_{m}$ of $\alpha$, and the irreducibility of $P$ implies that $P=P_{m}$ (possibly up to multiplication by a constant in $K^{*}$ if $P$ is not monic). Now we have already seen in the proof of Theorem 3.2.9 that $K(\alpha)$ is isomorphic to $K[X] /\left(P_{m}\right) \simeq K[T] /(P(T))$.

Remark. - The rupture field of an irreducible polynomial may or may not be also its splitting field. For instance, the field $\mathbb{Q}(\sqrt[3]{2})$ is a rupture field for $P=X^{3}-2 \in \mathbb{Q}[X]$, but it does not contain the two other roots $j \sqrt[3]{2}$ and $j^{2} \sqrt[3]{2}$, and $P$ only factorizes as $(X-\sqrt[3]{2})\left(X^{2}+\sqrt[3]{2} X+(\sqrt[3]{2})^{2}\right)$ over $\mathbb{Q}(\sqrt[3]{2})$. On the other hand, the field $\mathbb{Q}\left(e^{i \pi / 4}\right)$ is both a rupture field and a splitting field of the polynomial $X^{4}+1 \in \mathbb{Q}[X]$.

- The isomorphism between two rupture fields is not unique in general. For instance, as rupture fields of $X^{2}+1$ over $\mathbb{R}, \mathbb{R}[T] /\left(T^{2}+1\right)$ and $\mathbb{C}$ are isomorphic but there are two possible isomorphisms, depending whether the class of $T$ is sent to $i$ or $-i$.

Theorem 3.3.6. Let $P \in K[X]$ a polynomial. There exists a splitting field $L$ for $P$. Furthermore, if $L$ and $L^{\prime}$ are two splitting fields for $P$ then there exists a $K$-isomorphism $L^{\prime} \rightarrow L$, i.e. the splitting field is unique up to isomorphism.

Proof. The existence of a splitting field follows from the existence of rupture fields. The idea is to start with a irreducible factor (of degree $>1$ ) of $P$ and consider its rupture field $L_{1}$. If $P$ splits over $L_{1}$ then $L=L_{1}$; otherwise we choose an irreducible factor in the decomposition of $P$ over $L_{1}$ and consider its rupture field $L_{2}$. We go on like that, enlarging the field $K$ until $P$ becomes a product of degree 1 factors. Likewise, the uniqueness of the splitting field follows from the uniqueness (up to isomorphism) of rupture fields.

Exercise 24. Let $L$ be the splitting field of a polynomial $P \in K[X]$. Show that $[L: K]$ divides $(\operatorname{deg} P)!$.

### 3.4 Finite fields

Proposition 3.4.1. Let $p$ be a prime number, $K$ a characteristic $p$ field and $K_{0} \simeq \mathbb{Z} / p \mathbb{Z}$ its prime field. The map $\Phi_{p}: K \rightarrow K, x \mapsto x^{p}$ is a morphism, called the Frobenius morphism, and its fixed field $K^{\Phi_{p}}$ is exactly $K_{0}$.

Proof. In order to show that the Frobenius map is a morphism we just have to check that $(x+y)^{p}=$ $x^{p}+y^{p}$ for all $x, y \in K$. This results from the binomial formula $(x+y)^{p}=\sum_{i=0}^{p}\binom{p}{i}^{i} y^{p-i}$ and from the following easy lemma:

Lemma 3.4.2. Let $p$ be a prime number and $k$ an integer such that $1 \leq k \leq p-1$. Then $p$ divides $\binom{p}{k}$.

Now $\Phi_{p}(x)=x$ iff $x$ is a root of $X^{p}-X$. But we already know that $x^{p}=x$ for all elements of $K_{0} \simeq \mathbb{Z} / p \mathbb{Z}$ (this is Fermat's little theorem, see exercice 13). Thus the $p$ roots of $X^{p}-X$ are exactly the elements of $K_{0}$.

Remark. As a morphism between fields, the Frobenius morphism is always injective. In particular if $K$ is a finite field then $\Phi_{p}$ is a bijective map and is thus called the Frobenius automorphism. Note however that $\Phi_{p}$ is not always surjective, as is the case for $\mathbb{Z} / p \mathbb{Z}(X)$.

Theorem 3.4.3 (Existence and uniqueness of finite fields). Let $p$ be a prime number and $q=p^{n}$, $n \in \mathbb{N}^{*}$. Up to isomorphism, there exists a unique field with $q$ elements, denoted by $\mathbb{F}_{q}$ or $G F(q)$ (where GF stands for Galois field).

Proof. First of all, it is clear that every field of cardinality $p$ is isomorphic to $\mathbb{Z} / p \mathbb{Z}=G F(p)$ and that the isomorphism is unique (because it is completely determined by the fact that 1 is mapped to 1 ).
Existence: let $L$ be the splitting field of the polynomial $P_{q}=X^{q}-X$ over $G F(p)$. Since $\left(X^{q}-X\right)^{\prime}=-1$, $P_{q}$ has no multiple roots and thus exactly $q$ distinct roots in $L$. Let $K=\left\{x \in L: x\right.$ is a root of $\left.P_{q}\right\}=$ $\left\{x \in L: x^{q}=x\right\}$. But the map $\Phi_{q}: x \mapsto x^{q}$ is just the Frobenius automorphism iterated $n$ times: $\Phi_{q}=\left(\Phi_{p}\right)^{n}$. So $\Phi_{q}$ is an automorphism of $L$ and its fixed field is $L^{\Phi_{q}}=K$. This shows that $K$ is actually a field, containing exactly $q$ elements which are the $q$ roots of $X^{q}-X$ (so $K$ is in fact the splitting field of $X^{q}-X$, i.e. $K=L$ ).
Uniqueness: let $K$ be a field with $q$ elements. Then $K^{*}$ is a multiplicative group of order $q-1$, and in particular $x^{q-1}=1$ for all $x \in K^{*}$ (see Property 2.1.12). In other words $x^{q}=x$ for all $x \in K^{*}$, and in fact for all $x \in K$. The polynomial $X^{q}-X \in G F(p)[X]$ is thus split over $K$, and obviously $K$ is a splitting field for this polynomial. Uniqueness follows from the uniqueness of the splitting field of $X^{q}-X$ up to isomorphism.

We have already seen the converse in Corollary 3.2.4, namely that the cardinality of a finite field is necessarily of the form $p^{n}$. In the following of these lectures $q$ will always denote a prime power.

Theorem 3.4.4. If $K$ is a field, any finite subgroup of $K^{*}$ is cyclic. In particular, the multiplicative group $G F(q)^{*}$ is cyclic.

Proof. Let $G$ be a finite subgroup of $K^{*}$ and $m$ its order. The structure theorem for finitely generated abelian group (Theorem 2.1.14) shows that there exist $n_{1}, \ldots, n_{k}$ such that $n_{1}\left|n_{2}\right| \ldots \mid n_{k}$, $m=n_{1} n_{2} \ldots n_{k}$ and $G \simeq \mathbb{Z} / n_{1} \mathbb{Z} \times \mathbb{Z} / n_{2} \mathbb{Z} \times \cdots \times \mathbb{Z} / n_{k} \mathbb{Z}$ (beware that the group law is the multiplication on the left hand side and the addition on the right hand side). In particular, the order of every element of $G$ divides $n_{k}$, i.e. $x^{n_{k}}=1$ for all $x \in G$. But the polynomial $X^{n_{k}}-1$ has at most $n_{k}$ roots in $K$ whereas $G$ has $m=n_{1} \ldots n_{k}$ elements. This implies that $n_{k}=m$ and $k=1$, and so $G \simeq \mathbb{Z} / m \mathbb{Z}$.
Note that it is possible to prove this theorem without relying on the structure theorem of abelian groups; the key observation is still that because $X^{d}-1$ has at most $d$ roots, there are at most $d$ elements in $G$ whose order divides $d$.

Corollary 3.4.5. For any $p$ prime and $n \geq 1$, there exists $\alpha \in G F\left(p^{n}\right)$ such that $G F\left(p^{n}\right)=$ $G F(p)(\alpha)$. In particular, there exist irreducible polynomials of degree $n$ in $G F(p)[X]$ for any $n$. Furthermore, for any irreducible polynomial $P \in G F(p)[X]$ of degree $n$, the field $G F\left(p^{n}\right)$ is isomorphic to $G F(p)[X] /(P)$.

Proof. Let $\alpha$ be a generator of $G F\left(p^{n}\right)^{*}$, then it is clear that $G F(p)(\alpha)=G F\left(p^{n}\right)$; its minimal polynomial is irreducible and has degree $\left[G F\left(p^{n}\right): G F(p)\right]=n$. If $P \in G F(p)[X]$ is an arbitrary irreducible polynomial of degree $n$, then $G F(p)[X] /(P)$ is a field and a degree $n$ extension of $G F(p)$, so it is actually $G F\left(p^{n}\right)$.

Remark. This corollary has several important consequences:

- In order to compute in $G F(q)$ it is always possible to consider residue classes of polynomials of $G F(p)[X]$. Thus working in $G F(q)$ is no more difficult that working modulo an irreducible polynomial and allows for efficient implementations.
- Any degree $n$ irreducible polynomial can be used to define $G F\left(p^{n}\right)$. Of course, some of them may be preferable for efficiency reasons.

Note also that in order to have $G F(q)=G F(p)(\alpha)$ it is not necessary that $\alpha$ is a generator of $G F(q)^{*}$.

## Exercise 25.

1. Describe the fields $G F(4), G F(8)$ and $G F(9)$. Give the multiplicative order and the minimal polynomial (over the prime field) of all the elements.
2. Let $P \in G F(p)[X]$ be a degree $n$ irreducible polynomial so that $G F\left(p^{n}\right)=G F(p)[X] /(P)$. In particular, any element of $G F\left(p^{n}\right)$ is the equivalence class of a polynomial of degree $<n$. Give two different methods to compute the inverse of an element in this representation. Which one is faster?

Remark. Working in $G F\left(p^{n}\right)$ is not the same as working modulo $p^{n}!\mathbb{Z} / p^{n} \mathbb{Z}$ is not equal to $G F\left(p^{n}\right)$ when $n>1$.

Proposition 3.4.6. The group Aut $\left(G F\left(p^{n}\right)\right)$ of automorphisms of $G F\left(p^{n}\right)$ is cyclic of order $n$ and is generated by the Frobenius automorphism $\Phi_{p}$.

Proof. We have seen that any automorphism of $G F\left(p^{n}\right)$ fixes $G F(p)$ (see Exercise 22), so that $\operatorname{Aut}\left(G F\left(p^{n}\right)\right)=\operatorname{Gal}\left(G F\left(p^{n}\right) / G F(p)\right)$, and Theorem 3.2 .18 shows that the cardinality of this group is bounded by $n$. Thus it is sufficient to prove that $\Phi_{p^{k}}=\left(\Phi_{p}\right)^{k}$ is different from the identity for any $1 \leq k<n$. So suppose that $\Phi_{p^{k}}$ is the identity map. Then $\Phi_{p^{k}}(x)=x^{p^{k}}=x$ for all $x \in G F\left(p^{n}\right)$, i.e. every element of $G F\left(p^{n}\right)$ is a root of $X^{p^{k}}-X$. But this polynomial has at most $p^{k}<p^{n}$ roots, which is a contradiction.

Proposition 3.4.7. Let $p$ be a prime and $m, n$ two positive integers. Then $G F\left(p^{n}\right)$ contains a subfield isomorphic to $G F\left(p^{m}\right)$ if and only if $m \mid n$. Furthermore if $m \mid n$ then $G F\left(p^{n}\right)$ has only one subfield isomorphic to $G F\left(p^{m}\right)$, which is the fixed field of $\Phi_{p^{m}}$, and $G a l\left(G F\left(p^{n}\right) / G F\left(p^{m}\right)\right)=\left\langle\Phi_{p^{m}}\right\rangle \simeq \mathbb{Z} / \frac{n}{m} \mathbb{Z}$.

Proof. If $G F\left(p^{m}\right)$ is a subfield of $G F\left(p^{n}\right)$ then $G F\left(p^{n}\right)$ is a $G F\left(p^{m}\right)$-vector space of dimension $d=$ $\left[G F\left(p^{n}\right): G F\left(p^{m}\right)\right]$, so $p^{n}=\left(p^{m}\right)^{d}=p^{m d}$ and thus $n=m d$.
Reciprocally, suppose that $n=m d$, and consider the field $K=G F\left(p^{n}\right)^{\Phi_{p^{m}}}$. Its elements are exactly the roots in $G F\left(p^{n}\right)$ of $X^{p^{m}}-X$; in other words $K$ consists of 0 and the roots of $X^{p^{m}-1}-1$, i.e. the elements of $G F\left(p^{n}\right)^{*}$ whose order divides $p^{m}-1$. Now it is easy to check that $p^{m}-1$ is a divisor of $p^{n}-1=p^{m d}-1$, which is the cardinality of $G F\left(p^{n}\right)^{*}$. Since $G F\left(p^{n}\right)^{*}$ is a cyclic group, it has exactly one subgroup of cardinality $p^{m}-1$, whose elements are precisely those of order dividing $p^{m}-1$ (see Proposition 2.1.13). This shows that the finite field $K$ has indeed $p^{m}$ elements, and also that it is the only such subfield of $G F\left(p^{n}\right)$.
Finally, the proof that $\operatorname{Gal}\left(G F\left(p^{n}\right) / G F\left(p^{m}\right)\right)=\left\langle\Phi_{p^{m}}\right\rangle \simeq \mathbb{Z} / d \mathbb{Z}$ is similar to the proof of Proposition 3.4.6.

Property 3.4.8. Let $q=p^{n}$ be a prime power and $m$ a positive integer. There exists $\alpha \in G F\left(q^{m}\right)$ which generates the extension $G F\left(q^{m}\right) / G F(q)$, i.e. $G F\left(q^{m}\right)=G F(q)(\alpha)$. In particular, there exist irreducible polynomials of degree $m$ in $G F(q)[X]$ for any $m$.

Proof. As in the proof of Corollary 3.4.5, one can choose for $\alpha$ any generator of the cyclic group $G F\left(q^{m}\right)$, and its minimal polynomial over $G F(q)$ is irreducible.

Remark. This means that there are (at least) two different ways to represent elements in $G F\left(p^{m n}\right)$. One can either work with polynomials in $G F(p)[X]$ modulo a degree $m n$ irreducible polynomial, or with polynomials in $G F\left(p^{n}\right)[X]$ modulo a degree $m$ irreducible polynomial.

Proposition 3.4.9. Let $q$ be a prime power and $P \in G F(q)[X]$ a degree $d$ irreducible polynomial. Then

1. P has no multiple roots (in an algebraic closure);
2. $G F\left(q^{d}\right)$ is both a rupture field and a splitting field for $P$.

Proof. Since $P$ is irreducible then $P$ and $P^{\prime}$ are coprime (and so $P$ has no multiple roots) unless $P^{\prime}=0$. If $P^{\prime}=0$ then $P$ is of the form $\sum_{k} a_{k} X^{k p}$, see Exercise 23. But the Frobenius map $x \mapsto x^{p}$ is bijective on $G F(q)$, so for any $k$ there exists $b_{k}$ such that $a_{k}=b_{k}^{p}$. It follows that $P=\sum_{k} b_{k}^{p} X^{k p}=\left(\sum_{k} b_{k} X^{k}\right)^{p}$, which contradicts the fact that $P$ is irreducible.
We know that a rupture field for $P$ is $G F(q)[T] /(P(T)) \simeq G F\left(q^{d}\right)$. Let $t$ be the class of $T$; it is a root of $P$ and generates the extension, i.e. $G F\left(q^{d}\right)=G F(q)(t)$. Let $\sigma=\Phi_{q}$ be the $q$-th Frobenius automorphism. Then for all $i$ with $0 \leq i<d, \sigma^{i}(P(t))=0=P^{\sigma^{i}}\left(\sigma^{i}(t)\right)=P\left(\sigma^{i}(t)\right)$ since $P$ has coefficients in $G F(q)$. So $t, \sigma(t), \sigma^{2}(t), \ldots, \sigma^{d-1}(t)$ are roots of $P$, and they are all distinct (because if $\sigma^{i}(t)=\sigma^{j}(t)$ then $\sigma^{i}=\sigma^{j}$ on $G F\left(q^{d}\right)=G F(q)(t)$ and we know that $\sigma$ has order $\left.d\right)$. So $P$ has all its roots in $G F\left(q^{d}\right)$, which is thus the splitting field of $P$.

Exercise 26. Let $P \in G F(q)[X]$ be a polynomial of degree 5 . Find all the possible extension degrees of its splitting field (compare with Exercise 24).

Exercise 27. Give the factorization of $X^{q}-X$ over $G F(p)$, where $q=p^{n}$.
Exercise 28. Let $p$ be a prime number and $q$ be an odd prime power.

1. Show that $a \in G F(q)^{*}$ is a square (i.e. there exists $x \in G F(q)^{*}$ such that $a=x^{2}$ ) iff $a^{(q-1) / 2}=1$. Can the algorithm that computes square roots modulo $p$ be applied to $G F(q)$ ?
2. Show that the following algorithm computes square roots modulo $p$ :
```
Algorithm 3: Computation of square roots in \(\mathbb{Z} / p \mathbb{Z}^{*}\)
    Input : \(a\) a quadratic residue modulo \(p\)
    Output: \(x\) such that \(x^{2}=a \bmod p\)
    Select \(b\) at random until \(\left(b^{2}-4 a\right)^{(p-1) / 2}=-1 \bmod p\)
    \(f \leftarrow X^{2}+b X+a\)
    Compute \(r=X^{(p+1) / 2} \bmod f\) with a square-and-multiply algorithm
    return \(r\)
```

What is it complexity ? Can it be applied to $G F(q)$ ?

## Exercise 29.

1. Show that for any $a \in G F\left(2^{m}\right)$, the equation $x^{2}=a$ has a unique solution in $\operatorname{GF}\left(2^{m}\right)$.
2. Let $a \in G F\left(2^{m}\right)$. Show that the equation $x^{2}+x+a=0$ has a solution in $G F\left(2^{m}\right)$ iff $\sum_{i=0}^{m-1} a^{2^{i}}=$ 0 . (Hint: show that the maps $f: x \mapsto x^{2}+x$ and $g: x \mapsto \sum_{i=0}^{m-1} x^{2^{i}}$ are $G F(2)$-linear and that $\operatorname{Im} f=\operatorname{ker} g$ ).

Exercise 30. Let $p$ be a prime. For $n$ and $m$ two integers such that $n \mid m$, we will consider $G F\left(p^{n}\right)$ as a subfield of $G F\left(p^{m}\right)$.

- Show that $K=\bigcup_{k} G F\left(p^{k!}\right)$ is a field (Note that the sequence $G F\left(p^{k!}\right)$ is increasing).
- Show that the extension $K / G F(p)$ is algebraic.
- Show that $K$ is algebraically closed.
- Deduce from the previous questions that $K$ is an algebraic closure of $\operatorname{GF}(p)$, and in fact of $G F\left(p^{n}\right)$ for all positive integers $n$.

