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Abstract. Surfaces of amplitude 1 in ordinary projective space are of general

type, but this need not be the case in weighted projective spaces. Indeed,

there are 4 classes of quasi-smooth weighted hypersurfaces in P(1, 2, a, b) of
amplitude 1 with an elliptic pencil cut out by hyperplanes. Their moduli spaces

are constructed, the monodromy of their universal families is determined as

well as their period maps which turn out to be generally immersive. For those
that are not, a mixed Torelli theorem holds. We added an application to certain

compactifications of moduli spaces of surfaces of general type with K2 = 1,

pg = 2 and q = 0 as a follow up of [16], as well as detailed SageMath-
calculations. The appendix written by Wim Nijgh shows that the general

member of the type (a) and type (b) elliptic family has ”trivial” Picard lattice,

i.e. is spanned by fiber components and a multisection.
MSC Class: 14Jxx; 32G20

Introduction

Hypersurfaces and, more generally, complete intersections in weighted projec-
tive spaces are basic entries in the geography of algebraic varieties. In particular,
M. Reid [38] gave a list of 95 families of weighted projective K3 hypersurfaces with
Gorenstein singularities.

There are several instances where a moduli space of a class of surfaces can be
described in terms of weighted complete intersections. We mention the Kunev
surfaces [26, 48] which are bidegree (6, 6) complete intersections in P(1, 2, 2, 3, 3),
and certain Horikawa surfaces studied in [35] which are hypersurfaces of degree 10
in P(1, 1, 2, 5).

1. We recall some properties of hypersurfaces in weighted projective spaces and
refer to [13, 21] for details. If X is a degree d hypersurface in weighted projective
space P(a0, . . . , an) its type is the symbol (d, [a0, . . . , an]). The integer α(X) =
d − (a0 + · · · + an) is called the amplitude of X. If n = 3 and X would be
smooth, α(X) < 0, α(X) = 0, respectively α(X) > 0 corresponds to X being a
rational or ruled surface, a K3-surface, or a surface of general type respectively.
Since weighted projective spaces and their hypersurfaces therein in general are
singular, the amplitude no longer measures their place in the classification. B. Hunt
and R. Schimmrigk [19] found a striking example of this phenomenon: the degree
66 Fermat-type surface x66

0 + x11
1 + x3

2 + x2
3 = 0 in P(1, 6, 22, 33) of amplitude

66−(1+6+22+33) = 4 turns out to be an elliptic K3-surface. In fact it is isomorphic
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to the unique K3 surface with the cyclic group of order 66 as its automorphism
group described by H. Inose [22]. J. Kollár [25, Sect. 5] found several families of
hypersurfaces in weighted projective space with positive amplitude which have the
same rational cohomology as projective space. In the surface case one then obtains
rational surfaces with positive amplitude, for example the surface in P(a0, a1, a2, a3)
given by xd1

0 x1 + xd2
1 x2 + xd3

2 x3 + xd3
3 x0 where (d0, d1, d2, d3) = (4, 5, 6, 7) and

(a0, a1, a2, a3) = (174, 143, 124, 95) which has degree 839, amplitude 303 and Hodge
numbers pg = 0, h1,1 = 2.

In this note we restrict our discussion to families of surfaces in weighted projective
3-space whose amplitude is 1 and which are not of general type. The classification
of surfaces suggests looking for conditions that give K3 surfaces or elliptic surfaces.

Except in Section 6 where we apply the results of previous sections, we only
consider quasi-smooth surfaces, i.e., surfaces whose only singularities occur where
the weighted projective space has singularities. This ensures that a surface of
amplitude α has canonical sheaf O(α) (see Remark 1.1.3) which simplifies many
calculations. Assuming that α = 1 and that pg = 1 then leads to degree d = a+b+4
surfaces in P(1, 2, a, b).1 This restricts the possibilities to just four cases. Two give
properly elliptic surfaces and two give K3 surfaces.

Proposition (=Proposition 1.3.1 and Proposition 3.3.1). The only quasi-smooth
hypersurfaces X of type (d, [1, 2, a, b]) with a, b co-prime odd integers and such that
d = a+ b+ 4 are:

(a) (14, [1, 2, 3, 7]), for example2 x14
0 + x7

1 + x4
2x1 + x2

3;
(b) (12, [1, 2, 3, 5]), for example x12

0 + x6
1 + x4

2 + x1x
2
3;

(c) (16, [1, 2, 5, 7]), for example x16
0 + x8

1 + x0x
3
2 + x1x

2
3;

(d) (22, [1, 2, 7, 11]), for example x22
0 + x11

1 + x0x
3
2 + x2

3.

The examples (a), (b) give properly elliptic surfaces and (c) and (d) give K3 sur-
faces.

Remark. We shall show (see §3.1) that all class (c) surfaces are birational to surfaces
of type (9, [1, 1, 3, 4]) and all class (d) surfaces are all birational to surfaces of type
(12, [1, 1, 4, 6]). The first is number 8 in M. Reid’s list of 95 families, and the second
is number 14.

2. In the weighted case the group of projective automorphisms is in general not re-
ductive which causes problems when we want to construct moduli spaces of weighted
hypersurfaces. In our situation we circumvent this problem by giving certain nor-
mal forms which give projectively isomorphic surfaces if and only if they are in
the orbit of some fixed algebraic torus of projective transformations. In each of the
four cases this gives a quasi-projective moduli space of the expected dimension. See
§ 2.1.

Remark. A general approach to the construction of geometric quotients under non-
reductive group actions has been proposed in [14, 6, 5]. Based on this, D. Bunnett
showed [8] that certain classes of weighted hypersurfaces admit GIT-moduli spaces.
In his work, it is crucial that the weights divide the degree (in order to have Cartier
divisors instead of Q-divisors for the linearization). Another crucial assumption

1Note that a quasi-smooth surface in P(1, 1, a, b) with amplitude 1 has pg ≥ 2 since H0(O(1))

corresponds to the polynomials of degree 1.
2These examples are referred to below as the basic examples.
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concerns the unipotent radical of the group of projective automorphisms of the
weighted projective space. Neither one of these hold for our examples.

The collection of degree d = a + b + 4 weighted hypersurfaces in P(1, 2, a, b)
in a natural way form an ordinary projective space PN by considering the N + 1
coefficients in front of all possible monomials. The quasi-smooth hypersurfaces
form a Zariski-open subset U1,2,a,b of this projective space. The tautological family
Fa,b of degree d quasi-smooth hypersurfaces over U1,2,a,b is called the corresponding
universal family . Using degenerations having an isolated exceptional unimodal
Arnol’d-type singularity we show that the global monodromy group of the universal
families in each case (a)–(d) is as big as possible:

Proposition (=Proposition 2.3.1). Let L be the middle cohomology group of the
minimal resolution of singularities of a quasi-smooth member of Fa,b, let S ⊂ L be
the Picard lattice of a general member and T = S⊥ the transcendental lattice. Then
the monodromy group of the universal family of such quasi-smooth hypersurfaces is
the subgroup of O#−(L) preserving T and inducing the identity on S.3

3. Our examples all are simply connected and the Hodge structure on the mid-
dle cohomology group looks like that of a K3 surface (see Proposition 3.1.1). In
particular, the period domain is of similar type (see formula (4)).

It is well known that for a Kuranishi family of K3 surfaces (not fixing the polar-
ization) the period map is always an immersion and so infinitesimal Torelli holds.
In the setting of elliptic surfaces having multiple fibers this is no longer the case
according to an observation of K. Chakiris:

Theorem ([11]). Simply connected elliptic surfaces with pg > 0 and having one
or at most two multiple fibers (with co-prime multiplicities) are counterexamples to
the Torelli theorem: the fiber of the period map for its Kuranishi family is positive
dimensional.

The proof in loc. cit. is only sketched. We therefore decided to give a (simple)
proof in the case of one multiple fiber (the situation occurring in our examples),
see Proposition 4.1.1.

In our setting these results need to be used with care since our deformations are
restricted to the ones that keep the surface in a fixed weighted projective space.
As we show in Appendix A.1, the period map for the Kuranishi family (preserving
the polarization) of the basic examples, as given above, has a 1-dimensional kernel.
However, as shown in Appendix A.3, this is not generically the case:

Proposition (=Proposition 4.1.2). The period map for the Kuranishi family (pre-
serving the polarization) for a general class (a)–(d) surface is an immersion.

An interesting arithmetic consequence of this result has been signaled to us by
Ben Moonen, namely the validity of the Tate conjecture as well as the Mumford–
Tate conjecture for each of the present surfaces. See Corollary 4.1.3.

4. The results in the paper involving the structure of the period domain as well as
the behavior of the period map use precise information about the fibers of the genus
1 fibrations on a general surface from each of the four classes. The determination
of the fiber types is relatively standard and has been facilitated by calculations in

3See below for the notation.



4 GREGORY PEARLSTEIN & CHRIS PETERS WITH AN APPENDIX BY WILLEM NIJGH

SageMath. Together with the obvious bisection which comes from the resolution
of singularities this gives a sublattice of the Picard lattice but in general it is hard
to determine whether this is the entire Picard lattice.

Given suitable models in our families which are defined over the integers, count-
ing points on reductions at one or two ”good” primes gives a by now standard
method to determine the Picard number of a general member of a family. Orig-
inally we applied another trick to show this for type (a) surfaces, but this trick
cannot be applied to type (b) surfaces. Thanks to the competence of W. Nijgh
the type (b) surfaces could be handled by applying the first mentioned method. In
fact, as outlined in Remark C.4.1. (2), the same method works for type (a).

From the way this proof was set up, we only recently found out that a general
type (b) surface is birational to a type (a) surface of the sort for which we had shown
that the Picard number is generally equal to 2. Since this birational transformation
lowers the Picard number by 1, the original surface has generally Picard rank 3.
See Remark 2.1.2.1 and Remark 3.3.2.

Since there are many possible birational transformations, this would not easily
have been discovered before having gone through the details of Nijgh’s approach.
Therefore it was clear to us that his proof forms a natural companion to our paper
and so we placed it in Appendix C. We want to mention that he furthermore proves
(see Remark C.4.1.(2)) that a similar but much simpler approach also implies that
a general type (a) surface has Picard number 2.

Using the determination of the general Picard lattice for the four types (a)–(d),
in Proposition 4.2.4, we calculate the transcendental lattice of the generic surfaces.

5. As in the case of the Kunev example, in the properly elliptic case there is a
unique canonical divisor K on the surface X and one may associate to the pair
(X, supp(K)) the mixed Hodge structure on H2(X \ supp(K)). We arrive in this
way at two further results: first of all Theorem 5.1.1, stating that for the associ-
ated mixed period map in cases where ordinary infinitesimal Torelli fails, the infin-
itesimal Torelli theorem does hold for the mixed Hodge structure, and, secondly
Corollary 5.3.1 which states that a wide class of related variations is rigid in the
sense of [34], that is, all deformations of the mixed period map keeping source and
target fixed are trivial.

6. In Section 6 we give an application to certain compactifications of moduli spaces
of surfaces of general type with K2 = 1, pg = 2 and q = 0 as a follow up of [16].

Acknowledgements. We thank Patricio Gallardo and Luca Schaffler for their comments

on an earlier version of the manuscript, Miles Reid and Matthias Schütt for their help

in understanding the geometry of the elliptic pencils, Wolfgang Ebeling for answering

questions about singularities and their monodromy groups, and János Kollár for pointing

out the reference [25].

Conventions and Notation.

• A lattice is a free Z-module of finite rank equipped with a non-degenerate sym-
metric bilinear integral form which is denoted with a dot.

• A rank one lattice Ze with e.e = a is denoted ⟨a⟩, orthogonal direct sums by ⦹.
Other standard lattices are the hyperbolic plane U , and the root-lattices An, Bn

(n ≥ 1), Dn (n ≥ 4) and En, n = 6, 7, 8.
• If one replaces the form on the lattice L by m-times the form, m ∈ Z, this scaled

lattice is denoted L(m).
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• A(L) = L∗/L is the discriminant group of a lattice L, bL the discriminant bilinear
form. In case L is even, qL denotes the discriminant quadratic form. See § 4.2.

• The orthogonal group of a lattice L is denoted O(L), O#(L) is the subgroup
of isometries inducing the identity on A(L), O#±(L) is the subgroup of O#(L)
consisting of isometries with signed spinor norm 1. See § 2.3..

• We denote weighted projective spaces in the usual fashion as P(a0, . . . , an) with
weighted homogeneous coordinates, say x0, . . . , xn. Let I ⊂ {0, . . . , n}. The
weighted subspace obtained by setting the coordinates in {0, . . . , n} \ I equal to
zero is denoted PI so that the coordinate points are P0, . . . ,Pn.

A degree d polynomial with such weights has symbol (d, [a0, . . . , an]). Let F
be a polynomial with this symbol. We set

Ωn =

n∑
j=0

xjdx0 ∧ dx1 · · · ∧ d̂xj ∧ · · · ∧ dxn,

JF = (∂F/∂x0, . . . , ∂F/∂xn) ⊂ C[x0, . . . , xn], the Jacobian ideal of F,

RF = C[x0, . . . , xn]/JF , the Jacobian ring of F , Rk
F degree k part of RF .

• We often do not write coefficients in front of monomials and so we use the short-
hand

∑
k0,...,kn

xk0
0 · · ·xkn

n instead of
∑

k0,...,kn
ak0,...,knx

k0
0 · · ·xkn

n .

1. Weighted projective hypersurfaces

1.1. Generalities. In this subsection we recall some results from the literature
on hypersurfaces in weighted projective spaces, e.g. [13, 21, 43]. Recall that
P := P(a0, . . . , an) is the quotient of Cn+1 \ {0} under the C∗-action given by
λ(x0, . . . , xn) = (λa0x0, . . . , λ

anxn). We may always assume that a0 ≤ a1 ≤ · · · ≤
an. The affine piece xk ̸= 0 is the quotient of Cn with coordinates (z0, . . . , ẑk, . . . , zn)

by the action of Z/akZ given on the coordinate zi = xi/x
(ai/ak)
k by ρaizi, where

ρ is a primitive ak-th root of unity. Observe that in case a0 = 1, the coordinates
zj = xj/x0, j = 1, . . . , n are actual coordinates on the affine set x0 ̸= 0; there is no
need to divide by a finite group action.

In general P has cyclic quotient singularities of transversal type 1
h (b1, . . . , bk), i.e.,

these are the image of 0×Cℓ ⊂ Ck×Cℓ, where Z/hZ acts on Ck by ζ(x1, . . . , xk) =
(ζb1x1, . . . , ζ

bkxk), ζ a primitive h-th root of unity. More precisely, the simplex
xj1 = · · · = xjk = 0 is singular if and only if the set of weights that result after
discarding aj1 , . . . , ajk are not co-prime, say with gcd equal to hj1,...,jk , and then
transversal to the simplex one has a singularity of type

1

hj1,...,jk

(a0, . . . , âj1 , . . . , âjk , . . . , an).

So in case any n-tuple from the collection {a0, . . . , an} of weights is co-prime, the
only possible singularities occur in codimension ≥ 2. We call such weights well
formed and in what follows we shall assume that this is the case.

A hypersurface X = {F = 0} in P is quasi-smooth if the corresponding vari-
ety F = 0 in Cn+1 is only singular at the origin. This implies that the possible
singularities of quasi-smooth hypersurfaces come from the singularities of P. Such
a hypersurface has at most cyclic quotient singularities, i.e. it is a V -variety. A
hypersurface of degree d in P is called well formed if its weights are well formed
and if moreover hij = gcd(ai, aj) divides d for 0 ≤ i < j ≤ n. All our examples are
well formed hypersurfaces. To test if F = 0 is quasi-smooth one uses the Jacobian
criterion: the only solution to ∇F (x) = 0 is x = (x0, . . . , xn) = 0.
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We quote a result implied by Fletcher’s statement. We use it to exclude types
that do not give a quasi-smooth weighted hypersurface:

Lemma 1.1.1. Given a weighted projective space P = P(a0, . . . , an) and an integer
d with d > max aj, let A be the set of weights dividing d and B the remaining set
of weights. Suppose that a quasi-smooth degree d hypersurface in P exists. Then
the set of weights {a0, . . . , an} satisfies the conditions

(1) for each β ∈ B there is a weight γ and some positive integer r such that
d = rβ + γ.

(2) no weight appears more than once as such a remainder γ.

Example 1.1.2. We give two examples of surfaces having type (d; (1, a1, a2, a3))
and which will be called basic degree d quasi-smooth hypersurfaces in P(1, a1, a2, a3).
1. Assume that A = {1, a1, a2} and d = q3a3 + aj aj ∈ A. Then P = xd

0 + x
d1/a1

1 +

x
d/a2

2 + xaj
xq3
3 is quasi-smooth as follows from the Jacobian criterion.

2. Assume that A = {1, a1} and d = q2a2 + aj , d = q3a3 + ak, aj ∈ A but k ̸= j.

Then P = xd
0 + x

d1/a1

1 + xajx
q2
2 + xak

xq3
3 is quasi-smooth.

In what follows, especially in § 3, the following remark will be used tacitly.

Remark 1.1.3. By [13, Thm. 3.3.4], if X is quasi-smooth of amplitude α(X), then
the sheaf OX(α(X)) is the canonical sheaf of X. However, OX(k), k ≥ 1 is not
always ample as we shall see in our examples.

1.2. On the Hodge decomposition of weighted hypersurfaces. A result by
J. Steenbrink [43] states that the Hodge decomposition for quasi-smooth hypersur-
facesX of degree d in weighted projective space P(a0, . . . , an) can be stated in terms
of the Jacobian ring RF using Griffiths’ residue calculus, as in the non-weighted
case. The Hodge number hn,0(X) equals dimH0(X,ωX), where ωX is the canonical
sheaf. This Hodge number can be calculated from the amplitude α(X) since by
[13, Thm. 3.3.4], hn,0(X) = dimH0(X,O(α(X))) in case X is quasi-smooth. Since
quasi-smooth hypersurfaces in weighted projective space are V -manifolds, as in the
case of ordinary projective space we have:

Lemma 1.2.1 ([49, §1]). The subspace Defproj of the Kuranishi space of deforma-
tions of X within P(a0, . . . , an) is smooth with tangent space canonically isomorphic
to Rd

F . The Kuranishi family restricted to Defproj is called the Kuranishi family
of type ([d], (a0, . . . , an)).

1.3. The four types of surfaces. We now give the classification of the surfaces
we are interested in:

Proposition 1.3.1. The only quasi-smooth hypersurfaces X of the form (d, [1, 2, a, b])
with a, b co-prime odd integers and such that d = a+ b+4 have the following char-
acteristic:

(a) (14, [1, 2, 3, 7]), basic quasi-smooth example x14
0 + x7

1 + x4
2x1 + x2

3;
(b) (12, [1, 2, 3, 5]), basic quasi-smooth example x12

0 + x6
1 + x4

2 + x1x
2
3;

(c) (16, [1, 2, 5, 7]), basic quasi-smooth example x16
0 + x8

1 + x0x
3
2 + x1x

2
3;

(d) (22, [1, 2, 7, 11]), basic quasi-smooth example x22
0 + x11

1 + x0x
3
2 + x2

3.

Proof. We divide the possible cases according to the partition {1, 2, a, b} = A ⊔ B
of Lemma 1.1.1. We do not assume that a < b since their roles are symmetric.
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Indeed, the constraints are d = a+ b+ 4, a and b odd, and gcd(a, b) = 1. If a ∈ A,
according to whether b ̸∈ A (case (A) and (B)) or b ∈ A (case (C)) we have

d = ka =


either rb+ 2, (A)

or rb+ 1, (B)

or rb (C).

Interchanging the roles of a and b this also covers the case b ∈ A and so there
remains the case 2 ∈ A, that is 2|d, and then

d = 2k = ra+ 2 = sb+ 1 or
d = 2k = sa+ 1 = rb+ 2

(D).

We first assume that (A) holds. Since d = ka = a+ b+ 4 we have

(1) b = (k − 1)a− 4.

Since a and b are odd, (1) implies that k and hence d is even and (A) implies that
also r is even. Put k = 2κ, r = 2ρ. We rewrite (A) as 2ρκa− (a+4)ρ− aκ+1 = 0
and hence

(2ρ− 1)[a(2κ− 1)− 4] = a+ 2

and we can test low values of a. For a = 3 this reads (2ρ − 1)(6κ − 7) = 5
with only solution (ρ, κ) = (1, 2) which yields b = 5, d = 12. For a = 5 one gets
(2ρ−1)(10κ−9) = 7 with solution (4, 1) which yields b = 1 which can be discarded.
For a = 7 one gets (2ρ − 1)(14κ − 11) = 9 with solution (2, 1) which yields b = 3
and d = 14. For a = 9 one gets (2ρ − 1)(18κ − 12) = 11 which has no solution.
There are no other solutions. To see this, write

(ρ(2κ− 1)− κ)a = 4ρ− 1.(2)

For ρ = 1 the equation (2) gives (2κ − 2)a = 6 which gives back the solution
a = 3, b = 5 and so we may assume ρ ≥ 2. We may also use that a ≥ 11. By (2)
this gives (2ρκ− ρ− κ) · 11 ≤ 4ρ− 1, or, multiplying by 2,

(2ρ− 1)(22κ− 15) ≤ 13

and so 13 ≥ (2ρ− 1)(22κ− 15) ≥ 66κ− 45 which has no positive integer solution.
Case (B) has solution (22, [1, 2, 7, 11]) with a = 11, k = 2, b = 7, r = 3. This

follows as in case (A). Here we set k = 2κ, r = 2ρ+ 1 and obtain

2ρ[a(2κ− 1)− 4] = a+ 3

As before, the smallest value of a with a solution is a = 11. There are no solutions
with a ≥ 13. To see this we use the analog of (2) which reads

(4ρκ− 2ρ− 1)a = 8ρ− 3

and from a ≥ 13 we derive

ρ(52κ− 34) ≤ 10

which is not possible for positive integers (ρ, κ).
Case (C) implies ka = rb = r[ka− 4], which leads to (r− 1)ka = 4r and since k

and r must be even (recall that d = a+ b+4 = ra = kb with a, b odd), which leads
to a contradiction.
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In case (D), eliminating a and b and substituting in 2k = d = a+ b+ 4, we find
(2k− 4)rs− 2k(r+ s)+ (2s+ r) = 0 with r even and s odd which can be rewritten
as

[(k − 2)(r − 1)− 1][2(k − 2)(s− 1)− 3] = (k − 1)(2k − 1).

Since r ≥ 2 and s ≥ 3, k = 8 is the smallest value of k with solution (r, s) =
(2, 3) which leads to (16, [1, 2, 5, 7]). Since r ≥ 3 and s ≥ 2 we get the inequality
(4k − 11)(k − 3) ≤ (k − 1)(2k − 1) which gives

(k − 2)(k − 8) ≤ 0

which has no positive integer solutions > 8. □

2. The universal family: normal forms, moduli, global monodromy

The collection of degree d weighted hypersurfaces in P = P(a0, . . . , an) form an
ordinary projective space PN in a natural way by considering the N +1 coefficients
in front of all possible monomials. The quasi-smooth hypersurfaces form a Zariski-
open subset Ua0,...,an

of this projective space. The tautological family Fa0,...,an
of

degree d quasi-smooth hypersurfaces over Ua0,...,an
is called the corresponding uni-

versal family . The group G̃ of substitutions xj 7→ pj(x0, . . . , xj), j = 0, . . . , n,
where pj is weighted homogeneous of degree aj , acts on P(a0, . . . , an). Since λ ∈ C×

sending (x0, . . . , xn) to (λa0x0, λ
a1x1, . . . , λ

anxn) multiplies each weighted homoge-

neous polynomial F of degree d with λd, the group G = G̃/C× acts effectively on

hypersurfaces. The embedding of the subgroup C× ⊂ G̃ is due to the weights and
so will be referred to as the 1-subtorus for the weights.

2.1. Normal forms and moduli. We show how to obtain a quasi-projective mod-
uli space as a certain GIT-quotient of U1,2,a,b. The draw-back is that the group G
of weighted projective substitutions is not in general reductive. We can circumvent
this in our case by giving normal forms for the equation of quasi-smooth hyper-
surfaces in the universal family. On hypersurfaces with their equations in normal
form a reductive subgroup T of G (in fact a 3-dimensional algebraic torus) acts
effectively in such a way that hypersurfaces in normal form are in the same T -orbit
if and only they are in the same G-orbit.

Proposition 2.1.1. With (a, b) ∈ Z2 as as in Proposition 1.3.1, let C[x0, x1, x2, x3]
be the homogeneous coordinate ring of P(1, 2, a, b). Assume that F ∈ C[x0, x1, x2, x3]
defines a quasi-smooth surface (F = 0) of degree d in P(1, 2, a, b) which does not

pass through (0 : 1 : 0 : 0) (i.e., the coefficient of x
d/2
1 is non-zero). In case (d), that

is, for (a, b) = (7, 11), assume in addition that the coefficient of x4
1x

2
2 is non-zero.

Then, there exists ordinary polynomials Gj of degree j such that via the auto-
morphism group of P(1, 2, a, b) the form F can be put in the following normal form:
(a) in case (a, b, d) = (3, 7, 14) we have

F = x1 x
4
2 +G0x

5
0 x

3
2 +G4(x

2
0, x1)x

2
2+

x0 G5(x
2
0, x1)x2 +G7(x

2
0, x1)− x2

3.

(b) in case (a, b, d) = (3, 5, 12),

F = x1 x
2
3 + x0 x3 G2(x

3
0, x2) +G0 x

4
2 +G3(x

2
0, x1)x

2
2+

x0 G4(x
2
0, x1)x2 +G6(x

2
0, x1), G0 ̸= 0.
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(c) in case (a, b, d) = (5, 7, 16),

F = x1 x
2
3 + x4

0G1(x
5
0, x2)x3 + r0x0x

3
2 +G0 x

3
1 x

2
2

+ x0 G5(x
2
0, x1)x2 +G8(x

2
0, x1),

where r0 is a non-zero constant.
(d) in case (a, b, d) = (7, 11, 22),

F = x0 x
3
2 +G0 x

4
1 x

2
2 + x0 x2 G7(x

2
0, x1) +G11(x

2
0, x1)− x2

3, G0 ̸= 0,

where the coefficient of x22
0 in G11 is zero.

In each case, the subgroup of the automorphism group T of P(1, 2, a, b) which
preserves a normal form of the given type consists of transformations of the form
xj 7→ cjxj with cj ∈ C∗, j = 0, 1, 2, 3 modulo the 1-subtorus for the weights. More
concretely, in cases (a) and (d) this can be identified with the subgroup of (C∗)3

consisting of triples (c0, c1, c2) for which c1c
4
2 = 1, c0c

3
2 = 1 respectively, while

in the cases (b) and (c) this is the the subgroup of (C∗)4 consisting of quadruples
(c0, c1, c2, c3) for which c1c

2
3 = 1.

The stabilizer under T of a general such F in all cases is the identity.

The proof of this result is relegated to Appendix B. Note that the supplementary

condition on x
d/2
1 which is not required in loc. cit. but will be used in Proposi-

tion 3.3.1 is stable under the group action.

Remark 2.1.2. 1. A type (b) surface is birational to a type (a) surface: multiply the
normal form with x1 and perform the change of variables y0 = x0, y1 = x1, y2 =
x2, y3 = x1x2. This does not yield the normal form for (a), but it does after
changing y3 in y3 +

1
2y0G2(y

3
0 , y2). In the resulting normal form the term with y140

is missing, showing that after the birational transformation the (b)-family gives the
subfamily of type (a) where the coefficient of x14

0 in the normal form vanishes.
2. In case (c) the coefficient of x3

1x
2
2 in the normal form of Proposition 2.1.1 is non-

zero. Since this condition is stable under the action of T , the moduli point of the
basic example is on the boundary of M5,7. Likewise, the condition on the coefficient
of x4

1x
2
2 for case (d) implies that the basic example can not be transformed in normal

form and so the moduli point of the basic example is on the boundary of M7,11.

Corollary 2.1.3. (1) In each of the above cases the points in the Zariski-open
subset U1,2,a,b of degree d = a+ b+4 quasi-smooth hypersurfaces in P(1, 2, a, b) are
G-stable and Ma,b = U1,2,a,b//G is a geometric quotient.
(2) Ma,b has dimension 18, 17, 16, 18 in cases (a), (b), (c), (d) respectively.

Proof. (1) Since in cases (c) and (d) the basic examples are on the boundary of
Ma,b, we need to check quasi-smoothness for at least one surface whose moduli-
point lies in the interior. This is done in Appendix B. The group T acts effectively
on hypersurfaces defined by homogeneous forms in the coefficients of a weighted
homogeneous polynomial of degree d. As in ordinary projective space (cf. [32,
Prop. 4.2]), the locus of hypersurfaces that are not quasi-smooth define in this way
a ”discriminant form”, a T -invariant homogeneous polynomial in the coefficients.
By construction this polynomial is non-zero on U1,2,a,b. By definition, all points
in U1,2,a,b are then semi-stable. Since T -orbits are closed in U1,2,a,b and (as in the
projective setting) since a weighted hypersurface of degree d = a + b + 4 has a
finite automorphism group, the points of U1,2,a,b are stable and the GIT-quotient
U1,2,a,b//G is a geometric quotient.



10 GREGORY PEARLSTEIN & CHRIS PETERS WITH AN APPENDIX BY WILLEM NIJGH

(2) One counts the number coefficients of the monomials in the normal form which
are not fixed, and subtracts 2 in cases (a) and (d) and 3 in the other two cases.
For instance, in case (b) one finds 3 + 1 + 4 + 5 + 7 − 3 = 17 and in case (d)
1 + 8 + 11− 2 = 18. □

The universal family on U1,2,a,b does not descend to the geometric quotient Ma,b.
However, it does so over the open subset U0

1,2,a,b ⊂ U1,2,a,b corresponding to surfaces
having no automorphisms except the identity. This is a non-empty set since the
stabilizer of T on the general F is the identity as asserted above. Introduce the
following notion:

Definition 2.1.4. A modular family is a family over a smooth, quasi-projective
base which is locally (in the analytic topology) isomorphic to the Kuranishi family
of type ([d], (1, 2, a, b) (see Lemma 1.2.1).

The above discussion can thus be rephrased as follows:

Corollary 2.1.5. The family over U0
1,2,a,b//G obtained from the universal family

of degree d = a+ b+4 weighted hypersurfaces in P(1, 2, a, b) is a modular family.

Remark 2.1.6. 1. The standard holomorphic 2-form ωF on F given by the residue
of x0Ω3/F is not fixed under the double plane involution x3 7→ −x3 in cases (a)
and (d). One can view Ma,b as the moduli space for the pair (F, ωF ). Alternatively,
we could put a non-zero coefficient in front of x2

3 and replace T by a larger group
acting also on this coefficient. However then the isotropy group at a generic double
cover would always contain the double cover involution preventing the existence of
a universal family over a Zariski-open subset of U1,2,a,b.
2. The above normal forms only generically give quasi-smooth hypersurfaces.
3. As for ordinary projective spaces, the universal family of quasi-smooth hypersur-
faces of given degree is flat over the base. This is because resolving the singularities
of weighted projective space also resolves the singularities of the hypersurfaces. The
resolved universal family being flat, also the universal family itself is flat.

2.2. Global Monodromy of the Universal Families.

Brief survey of singularity theory. The purpose of this subsection is to investi-
gate certain 1-parameter degenerations Xt of quasi-smooth hypersurfaces in U1,2a,b

in relation to the global monodromy of the universal family. So we want to find a
disc D = {t ∈ C | |t| < r} embedded in PN such that (i) D∗ = D \ {0} belongs
to U1,2,a,b with Xt, t ∈ D∗ a quasi-smooth hypersurface and (ii) X0 (corresponding
to 0 ∈ D) has an isolated singularity at x0 of some given type suited for the cal-
culation of global monodromy groups. The main object associated to (X0, x0) is
the Milnor fiber which is the intersection of Xt (|t| small enough) with a small
enough ball with center at x0.

In what follows we freely quote results from W. Ebeling’s book [15]. To under-
stand these results we need to recall some more lattice theory. Recall that a lattice
is a free group of finite rank equipped with a symmetric bilinear form which we
denote by a dot. A root r in a lattice L is a vector with r ·r = −2 and it determines
a reflection σr sending x ∈ L to x+ (x · r)r. The group of isometries generated by
a set of roots ∆ is called its Weyl group W (∆). Associated to ∆ is its Dynkin
diagram . The vertices correspond to the roots and an edge is drawn between
two edges corresponding to roots r, s if r · s = 1. In the lattices we consider, only
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one other type of edge appears, namely if r · s = −2 one draws two dashed edges
between the corresponding vertices.

The middle homology group of the Milnor fiber equipped with the intersection
pairing is theMilnor lattice . Its rank is theMilnor number µ(X0, x0). Turning
once around 0 ∈ D induces the monodromy-operator T on H2(Xt,Z) as well as
on the Milnor lattice. By [15, § 1.6] the Milnor lattice contains a sublattice, its
vanishing lattice L = L(X0, x0).

In order to determine the global monodromy group, the graph of a basic vanishing
lattice, ∆min depicted in Figure 1 is of crucial importance. It intervenes in the
notion of a complete vanishing lattice since the notion of vanishing lattice has a
complete algebraic description:

Definition 2.2.1. (1) A vanishing lattice consists of a pair (L,∆) of a (pos-
sibly degenerate) lattice L and a set of roots ∆ spanning L and forming a
single orbit under W (∆).

(2) A vanishing lattice (L,∆) contains the vanishing lattice (L′,∆′) if L′

is a primitive sublattice of L and ∆′ ⊂ ∆.
(3) A vanishing lattice (L,∆) is complete if it contains (Lmin,∆min).

r1
r2 r5

r6

r3

r4

Figure 1. (Lmin,∆min)

The main interest in complete vanishing lattices is that their isometry group is
almost equal to its Weyl group. Here two notions intervene related to a lattice L:
the spinor norm of an isometry of L and the discriminant group of L.

To define the former, recall that the Cartan–Dieudonné theorem states that all
isometries of a Q-vector space V with a non-degenerate product are products of
reflections, say σx : V → V , σx(v) = v − [2(x.v)/(x.x)]v. One defines the ±-spinor
norm of such a product of reflections as follows.

Nmε
spin(σx1

◦ · · · ◦σxr ) =

{
1 if #{j ∈ {1, . . . , r} | εq(xj) < 0} is even

−1 otherwise.

The group generated by isometries γ with Nmε
spin(γ) = 1 is denoted O#ε(L). Here

ε = −1 plays a central role.
The discriminant group makes only sense for non-degenerate lattices L, those

for which the map L → L∗ = HomZ(L,Z) given by x 7→ (y 7→ y · x) is injective.
Then the discriminant group by definition is the group A(L) = L∗/L.

We can now formulate the main technical result we are going to invoke:

Theorem 2.2.2. [15, Thm. 5.3.5] Let (L,∆) be a complete vanishing lattice. Then
W (∆) is the subgroup O#−(L) of the orthogonal group O(L) of L consisting of
isometries with (-)-spinor norm +1 and inducing the identity on the discriminant
group.
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up−1up−2 u1
r

r2

r1

s1s1 sq−2sq−1

t1

tr−2

tr−1

Figure 2. Vanishing lattice given by T 1
p,q,r, p ≥ 2, q ≥ 3, r ≥ 7 is complete.

Example 2.2.3. From [15, Prop. 5.3.5], one deduces that a root lattice with a
Dynkin diagram of type T 1

p,q,r depicted in Figure 2 has a different root basis making
it a complete vanishing lattice. Such Dynkin diagrams come up as vanishing lattices
for the 14 exceptional unimodal families of Arnold [1]. In Table 2.2.1 we describe
three of those which play a role in § 2.3 below. The vanishing lattice T 1

p,q,r is given
in Figure 2 by means of a Dynkin diagram with µ vertices. The ”modulus” a is
any complex number. This lattice is non-degenerate.

Table 2.2.1. Three exceptional unimodal singularities

Notation Normal Form Milnor number µ Dynkin Diagram
K12 x3 + y7 + z2 + axy5 12 T 1

2,3,7

K13 x3 + xy5 + z2 + ay8 13 T 1
2,3,8

K14 x3 + y8 + z2 + axy6 14 T 1
2,3,9

2.3. Applications to Monodromy. The embedding of the Milnor fiber into Xt

induces a lattice morphism j∗ : Λ(X0, x0) → H2(Xt,Z) ≃ H2(Xt,Z) 4 which is in
general injective nor surjective. We consider the global monodromy of the universal
families. Note that monodromy not only preserves the hyperplane class but also the
singularities of the weighted projective space. In our case the quasi-smooth mem-
bers of the universal families Fa,b have singularities only at some of the isolated
singular points of P(1, 2, a, b) and we take the minimal resolution of their singular-
ities. We shall see (cf. Proposition 3.1.1) that in two cases additional exceptional
curve configurations are present which are also preserved by the monodromy. For a

general member X̃ of each the resulting families of smooth (but not always minimal)
surfaces we show that all of the curves just mentioned generate the Picard lattice

(cf. Proposition 3.3.1), and so the transcendental lattice of X̃ is left invariant.
The main result here is as follows:

Proposition 2.3.1. Let L = H2(X̃,Z) be the middle cohomology group of the
minimal resolution of singularities of a quasi-smooth member of Fa,b, let S ⊂ L be

4The latter isomorphism is Poincaré duality.
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the Picard lattice of a general member and T = S⊥ the transcendental lattice. Then
the monodromy group of the universal family of such quasi-smooth hypersurfaces is
the subgroup of O#−(L) preserving T and inducing the identity on S.

Proof. The proof is similar to the proof of A. Beauville in [3]. The main ingredients
are:

• The monodromy representation of π(U1,2,a,b) on L is the same as the rep-
resentation induced by a Lefschetz pencil.

• The discriminant locus is connected implying that all vanishing cycles are
conjugate under monodromy and so these give a vanishing lattice.

• The vanishing cycles generate the orthogonal complement of S in L which
is precisely T .

• There is a weighted degree d = a + b + 4 hypersurface in P(1, 2, a, b) with
an exceptional unimodal isolated singularity from Arnol’d’s list. Its van-
ishing lattice is non-degenerate and so embeds in T . Hence T is a complete
vanishing lattice.

Since the first three assertions can be proven as in the ordinary hypersurface case,
it suffices to exhibit suitable singularities in each of the four cases. We exhibit such
a singularity at (0, 0, 0) in the affine chart x0 ̸= 0. We refer to Table 2.2.1 for the
notation of these singularities.

In case (a) the form x7
1+x2

3+x5
0x

3
2+x0x

5
1x2 gives a K12-singularity and so does

x0x
3
1 + x8

0x
7
2 + x2

3 + x0x
5
1x3 in case (d). For (b) one has a K13-singularity given by

x0x1x
3
2 + x2

0x
5
1 + x2

0x
2
3 + x0x

4
1x2 and finally, x0x

3
2 + x8

1 + x2
0x

2
3 + x0x

6
1x2 gives a K14

in case (c). □

3. Invariants and Elliptic Pencils On the Four types of Surfaces

3.1. Invariants. We start this section by comparing class (c) and (d) with two
families fromM. Reid’s list of surfaces, which shows directly that these are birational
incarnations of K3 surfaces.

For class (c) we start multiplying the normal form from Proposition 2.1.1 by x2
0

yielding

F = x1(x0x3)
2 + x5

0G1(x
5
0, x2)x0x3 + r0(x0x2)

3 +G0x
3
1(x0x2)

3

+ x2
0G5(x

2
0, x1)x0x2 + x2

0G8(x
2
0, x1).

Therefore, we can change variables to y0 = x2
0, y1 = x1, y2 = x0x2 and y3 = x0x3,

except for possibly the term

x5
0G1(x

5
0, x2)x0x3 = x5

0(Ax5
0 + x2)x0x3 = (Ax10

0 + x5
0x2)x0x3,

which can also be rewritten in the variables x2
0, x0x2 and x0x3. So after these

substitutions, one obtains a surface of type (18, [2, 2, 6, 8]), or, equivalently a surface
of type (9, [1, 1, 3, 4]).

For class (d) first multiply all monomials by x2
0. In the new variables y0 =

x2
0, y1 = x1, y2 = x0x2, y3 = x0x3 and as for class (c), one sees that all type

(22, [1, 2, 7, 11]) surfaces are birational to surfaces of type (12, [1, 1, 4, 6]).

Next, we give a table of the Hodge numbers and the number of projective moduli
resulting from applying Steenbrinks approach outlined in § 1.2 for the four types
of surfaces we just found as well as for the two surfaces in the Reid incarnation
which we denote by (c)∗, respectively (d)∗. We observe that the last column of the
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table corroborates the dimensions of the moduli spaces found in Corollary 2.1.3.
For details see also Appendix A.

Table 3.1.1. Invariants for the classes of elliptic weighted surfaces

symbol h2,0 = h0,2 h1,1
prim no. of

projective moduli
(a) (14, [1, 2, 3, 7]) 1 18 18
(b) (12, [1, 2, 3, 5]) 1 17 17
(c) (16, [1, 2, 5, 7]) 1 17 16
(c)∗ (9, [1, 1, 3, 4]) 1 16 16
(d) (22, [1, 2, 7, 11]) 1 18 18
(d)∗ (12, [1, 1, 4, 6]) 1 18 18

In what follows we focus on the incarnations (a), (b), (c) and (d), i.e., we consider,
the surfaces X ⊂ P(1, 2, a, b) have singularities at most at P2 = (0 : 0 : 1 : 0) and

P3 = (0 : 0 : 0 : 1). The minimal resolution X̃ of the singularities does not
necessarily give a minimal surface as we shall see in the cases (c) and (d). We let
X ′ be its minimal model.5

We calculate the invariants for the four classes (a), (b), (c) and (d), making use
of the Hodge numbers in Table 3.1.1.

Proposition 3.1.1. X ′ is a simply connected surface with invariants e(X ′) = 24,
K2

X′ = 0, b2(X
′) = 22, Hodge numbers (h2,0, h1,1, h0,2) = (1, 20, 1) and signature

(3, 19). More precisely,

• In case (a) the general surface X has only one cyclic singularity at P2 of
type 1

3 (1, 1) which is resolved by a rational curve of self-intersection (−3).
• In case (b) there is generically only one cyclic singularity at P3 of type

1
5 (1, 3) which is resolved by a chain of two transversally intersecting rational
curves of self-intersections −2 and −3 respectively.

• In case (c) X has generically two singularities: a 1
5 (1, 1)-singularity at

P2 resolved by a single rational curve with self-intersection −5, and a
1
7 (1, 5)-singularity at P3 resolved by a chain of three rational curves with
self-intersections −2,−2,−3, respectively. The surface X ′ is obtained by

blowing down an exceptional configuration in X̃ consisting of a chain of
two smooth rational curves of self-intersections −1,−2.

• In case (d) X has generically one singularity at P2 of type 1
7 (1, 2) resolved

by a chain of two rational curves with self-intersections −2,−4 respectively.

The surface X ′ is obtained by blowing down an exceptional curve in X̃.

Proof. First of all observe that X and hence X̃ and X ′ are all simply connected
since all quasi-smooth hypersurfaces (of dimension > 1) in a weighted projective
space are simply connected. In particular, X cannot be a rational or ruled surface,
and X ′ is uniquely determined.

Secondly, all surfaces have canonical sheaf O(1) with 1-dimensional space of
sections generated by x0. Since pg is a birational invariant, pg(X

′) = 1. For the
Hodge numbers it therefore suffices to show that e(X ′) = 24 in all cases, since then
h1,1(X ′) = 24− 4 = 20. We now treat the four cases separately.

5X being rational nor ruled, (see below) the minimal model is unique.
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In case (a) the normal form given in Proposition 2.1.1 (a) shows that the surface
always passes through the singular point P2 = (0 : 0 : 1 : 0) ∈ P(1, 2, 3, 7). We use
the techniques as described in § 1. The affine piece x2 ̸= 0 containing P2, is the
Z/3Z-quotient of C3 with coordinates {z0, z1, z3} and the surface is the quotient
of the smooth surface g = 0 with g = z1+ higher order terms. Since at the
origin ∇g = (0, 1, 0), z0, z3 are local coordinates and the Z/3Z-action is given
by (z0, z3) 7→ (ρz0, ρ

7z3) = (ρz0, ρz3), ρ a primitive root of unity. This gives a
singularity of type 1

3 (1, 1) which is resolved by a rational curve of self-intersection

(−3). From Table 3.1.1 we see that b2(X) = 2+1+h1,1
prim = 21 and hence e(X) = 23.

Since the singularity is resolved by one rational curve, e(X̃) = 23− 1+2 = 24, and
so K2

X̃
= 0 by Noether’s theorem.

Case (b) is similar, but now the surface always passes through P3 = (0 : 0 : 0 : 1).
The affine piece x3 ̸= 0 is the Z/5Z-quotient of C3 with coordinates {z0, z1, z2} and
the surface is the quotient of the smooth surface g = 0 with g = z1+ higher
order terms as we see from the normal form from Proposition 2.1.1 (b). Thus the
surface has a singularity of type 1

5 (1, 3). It is resolved by a chain of two transversally
intersecting rational curves of self-intersections −2 and −3 respectively. Table 3.1.1
now gives e(X) = 22. The singularity is resolved by a chain of two rational curves

and so e(X̃) = 22− 1 + 3 = 24 and then K2
X̃

= 0 by Noether’s theorem.

Let us now investigate case (c). Here we have two singularities at P2 and at P3.
As in the previous cases we find that the former is of type a 1

5 (1, 1), resolved by

a single (−5)-curve, while the latter is a 1
7 (1, 5)-singularity resolved by a chain of

three rational curves of self-intersections −2,−2,−3 respectively. From Table 3.1.1

we find that e(X) = 22 and so e(X̃) = 22−2+2+4 = 26 implying that X̃ becomes
minimal after twice successively blowing down. The resulting surface X ′ then has
e = 24 and K2

X′ = 0 as it should.
Finally, let us pass to (d). Here there is one singularity at P3 of type 1

7 (1, 2)
resolved by a chain of two rational curves with self-intersections −4 and −2. Using

Table 3.1.1 we find e(X̃) = e(X)− 1 + 3 = 23− 1 + 3 = 25 and so X̃ contains one
exceptional curve. Blowing down gives X ′ with e(X ′) = 24 and K2

X′ = 0. □

Remark 3.1.2. We could also calculate K2
X̃

using Reid’s calculus of discrepancies,

i.e., using an expression of the form KX̃ = σ∗(ωX) + ∆, where σ : X̃ → X is
the minimal resolution of X and ∆ is a Q-divisor with support on the exceptional
divisors. For instance in case (c) denote the exceptional chain at P2 by E and at
P3 by F1, F2, F3. Then the discrepancy divisor is ∆ = − 3

5E − 1
7 (F1 + 2F2 + 3F3)

and ∆2 = 78
35 . Then

K2
X̃

= (O(1) + ∆)2 =
8

35
− 78

35
= −2.

3.2. Generalities on elliptic surfaces. An elliptic surface is a surface X admit-
ting a holomorphic map f : X → C, where C is a smooth curve and the general
fiber of f is a smooth genus 1 curve. Such a fibration f is called an genus 1 fibra-
tion .6 We assume that X does not contain (−1)-curves as a component of a fiber
of f .

6Note that a scheme-theoretic fiber f−1s, s ∈ S of f may be multiple, say f−1s = mF0, F0

reduced.
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The possible singular fibers of an elliptic fibration have been enumerated by
Kodaira. See e.g. [2, Ch V, §7]. These are the non-multiple fibers of types Ib,
b ≥ 1, II, III, IV , I∗b , b ≥ 0, II∗, III∗, IV ∗, where the irreducible fibers are I1 with
one ordinary node and II with one cusp. A type III fiber consists of two −2 curves
touching each other in one point, explaining the Euler number 2× 1 + 1 = 3. The
multiple fibers are multiples of a smooth fiber or of a singular fiber of type Ib, b ≥ 1.
For the purpose of this article, in Table 3.2.1 we also give the type of lattice that
occurs after omitting one irreducible component of multiplicity 1.

Table 3.2.1. Non-multiple singular fibers of an elliptic fibration

Kodaira’s notation lattice component Euler number
Ib, b ≥ 2 Ab−1(−1) b

I1 1
II 2
III A1(−1) 3
IV A2(−1) 4
I∗b D4+b(−1) b+ 6
II∗ E8(−1) 10
III∗ E7(−1) 9
IV ∗ E6(−1) 8

The Kodaira dimension κ(X) of an elliptic surface can be equal to −∞, 0 or 1.
This can be determined from the plurigenera Pm(X) = dimH0(X,K⊗m

X ), m ≥ 1.
For instance, κ(X) = 1 if at least one plurigenus is ≥ 2. More generally, one applies
the canonical bundle formula:

Proposition 3.2.1 ([2, Ch. V, §12]). Let f : X → C be a genus 1 fibration and let
g = genus(C). Assume that {miFi | i ∈ I} is the set of multiple fibers (I is finite
but possibly empty). There is a divisor D on C of degree d := χ(OX) + 2g− 2 such
that the canonical divisor KX of X is given by

KX = f∗D +
∑
i∈I

(mi − 1)Fi.

With δ := d+
∑

i∈I(1−m−1
i ), one has

δ < 0 ⇐⇒ κ(X) = −∞
δ = 0 ⇐⇒ κ(X) = 0

δ > 0 ⇐⇒ κ(X) = 1.

Corollary 3.2.2. A genus 1 fibration X → P1 (on a minimal surface X) with
pg = 1, q = 0 and at least one multiple fiber has Kodaira dimension 1.

3.3. The elliptic fibrations on the four classes of surfaces. First a prelimi-
nary observation. From the invariants of X ′ given in Proposition 3.1.1 coupled with
the classification of algebraic surfaces [2], we infer that X ′ either is a (minimal) K3
surface or a (minimal) properly elliptic surface. In both cases the canonical divisor
KX′ has self-intersection 0. We show below that X has a pencil of genus 1 curves.
On X ′ the resulting pencil |F ′| then necessarily is fixed point free since F ′ · F ′ = 0
(by the genus formula) and hence gives a holomorphic map X ′ → P1.



A CLASS OF ELLIPTIC SURFACES IN WEIGHTED PROJECTIVE SPACE 17

Proposition 3.3.1. The rational map on X given by (x0 : x1 : x2 : x3) 7→ (x2
0 :

x1) ∈ P1 induces an elliptic fibration π : X ′ → P1. In cases (a), (b) the surface

X ′ = X̃ has Kodaira dimension 1 and in cases (c) and (d) the minimal surface X ′

is a K3 surface, a surface of Kodaira dimension 0.
Furthermore, in cases (a) and (b) resolving the orbifold singularity yields a ra-

tional curve of selfintersection −3 which is a bisection for the elliptic fibration. In
case (c) and (d) on the minimal model X ′ there is a rational curve with selfintersec-
tion −2 originating from the orbifold singularities which is a section for the elliptic
fibration.

The generic fiber type (i.e. number and type of singular fibers)) has been sum-
marized in the table below.

case π−1(0 : 1) π−1(1 : 0) remaining singular fibers
or λ = ∞ or λ = 0

(a) = (14, [1, 2, 3, 7]) 2I0 I1 23× I1
(b) = (12, [1, 2, 3, 5]) 2I0 I2 22× I1
(c) = (16, [1, 2, 5, 7]) II I3 19× I1
(d) = (22, [1, 2, 7, 11]) I1 I0 23× I1

Proof. Step 1. The general fiber of π in all cases is a smooth genus 1 curve.
The fiber of π can be viewed as a curve C of degree d in P(1, a, b) ⊂ P(1, 2, a, b)
passing through the singular points of P(1, a, b) which are the same as those of X.
Its equation is obtained by eliminating x1 from the equation of the surface. Note
that its amplitude is a + b + 4 − a − b − 1 = 3 so that ωC = OC(3) which has two
sections, x3

0, x2, in case (a) and (b) and one section, x3
0, in case (c) and (d).

In cases (a), (b) the curve C has one double ordinary point at the unique sin-

gularity of X. Resolving the singularity of X separates the branches on X̃ so that
the resulting curve is smooth and has genus 1. In cases (c) and (d) the curve C is
already a smooth genus 1 curve.

Step 2. Determining the Kodaira dimensions.
We already saw in § 3.1 that quasi-smooth type (c) and (d) surfaces are K3 surfaces.
We next show that in the cases (a) and (b) the surface has Kodaira dimension 1.
Since the pencil is given by (x2

0 : x1) there is a double curve over (0 : 1). The
weighted plane x0 = 0 (= P(2, a, b)) cuts the surface in this curve in which it has
amplitude 2. It is a quasi-smooth curve on the basic surface (and hence on the
general quasi-smooth surface) and passes through the unique orbifold point of X.

So on X̃ this curve is a smooth elliptic curve, the reduction of a double fiber of type

2I0. The surface has positive Kodaira dimension in both cases since P2(X̃) = 2
(note that 2KX̃ is a fiber of the pencil which moves in a linear system of projective
dimension 1).

Step 3. Determining the fiber types.
To verify the fiber types of the following special surfaces we used SageMath.
Firstly to show their quasi-smoothness and secondly to calculate certain discrimi-
nants; quasi-smoothness also has been verified manually. 7

Case (a). It suffices to establish this for one example, for which we take the
quasi-smooth surface x14

0 + x7
1 + x4

2x1 + x2
3 + x11

0 x2 + x5
0x

3
2 = 0. Away from the

the plane x0 = 0 we may assume x0 = 1, x1 = λ which gives the inhomogeneous

7See Appendix A for the SAGE code we used for checking quasi-smoothness.
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equation
λz42 + z32 + z2 + (1 + λ7) + z23 = 0.

This equation describes a varying double cover of P1 branched in 4 points. Its
singular members are found from the discriminant of the left hand with respect to
z2 which is the degree 24 polynomial −256λ24+768λ17−192λ16−27λ14−768λ10+
384λ9 + 6λ8 + 54λ7 + 256λ3 − 219λ2 − 6λ− 31 with non-zero discriminant and so
there are 24 singular fibers, necessarily of type I1, as claimed.

Case (b).The resolution of the unique orbifold point produces a −3 curve (which
is a bisection) and a −2 curve which must be part of the reducible fiber over (1 : 0).
To find the generic fiber type, consider the special quasi-smooth surface

x2
3x1 + 2x3x0(x

2
2 + x6

0) + x4
2 + x3

1x
2
2 + x0x

4
1x2 + x6

1 = 0.

As before, set x0 = 1, x1 = λ, xj = zj , j = 2, 3. The elliptic fibration is given by
−w2 = (λ−1)z42 +(λ4−2)z22 +λ5z2+(λ6−1), where w = λz3+2(z22 +1). One can
check that in this chart the surface is smooth. The verification on the remaining
points of the surface is easy using that for these x0 = 0.

The discriminant of the left hand side of the above equation with respect to z2
is the degree 24 polynomial

λ2(144λ22 − 388λ21 + 329λ20 − 58λ19 + 357λ18 − 1160λ17 + 1064λ16 − 816λ15

+ 1536λ14 − 1168λ13 + 160λ12 − 896λ11 + 1696λ10 − 1056λ9

+ 896λ8 − 1408λ7 + 768λ6 + 512λ4 − 512λ3 − 256λ+ 256),

whose second factor is without multiple factors since the discriminant is a (huge)
non-zero integer, which shows the claim.

Figure 3. Creating a cuspidal fiber

−5

−1

−2
−4

−1

Case (c). Consider the special example of a quasi-smooth surface given by

x1A+ x0B = 0, A = x7
1 − x2

3, B = x8
0x3 + x3

0x2x3 + (x15
0 + x10

0 x2 + x5
0x

2
2 + x3

2)

and the genus 1 fibration given by the rational map π. The line P23 given by
x0 = x1 = 0 lies on the surface and so is the indeterminacy locus of this map. It
contains the two singular points P2 and P3. The plane x0 = 0 contains this line
as well as the curve CA given by A = x0 = 0; the plane x1 = 0 also contains the
line as well as the curve CB given by B = x1 = 0. This curve is rational and
has a singularity at (0 : 0 : 1) ∈ P(1, 5, 7), corresponding to the singularity P3 on
the surface X. On X ′ this gives rise to an I3-type fiber at λ = 0. In fact, on X ′
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the proper transform of the resolution of P3 consists of three −2-curves, two of
which together with the proper transform of CB yields the I3-configuration and the

remaining −2-curve (which comes from a −3-curve on X̃) is a section.
Similarly, one shows that CA ⊂ P(2, 5, 7) is a smooth rational curve passing

through (0 : 1 : 0) corresponding to P2 ∈ X. On X̃ this becomes a −2-curve F
meeting the total transform E of the line L01 transversally. One has E · E = −1

and KX̃ = 2E+F so that c21(X̃) = −4+4−2 = −2 in agreement with c2(X̃) = 26.
On X ′ this gives a type II-fiber at λ = 0 as explained in Figure 3. Note that the
original fibration (x0 : x1 : x2 : x3) 7→ (x2

0 : x1) has a double fiber x2
0 = 0 but

it becomes absorbed as a multiplicity 2 component in a fiber which together with
another (−1)-curve contracts to the cusp at λ = ∞.

In the chart x0 = 1, the elliptic fibration is given by x1 = λ, which gives the
family

λ8 − λx2
3 + x3 + x2x3 + (1 + x2 + x2

2 + x3
2) = 0.

Multiplying by λ3 and making a change of variables x2λ = x, x3λ
2 = y, this yields

y2 − xy − y = x3 + λx2 − λ2x− (λ3 + λ11).

The discriminant of this elliptic curve equals

−432λ3(λ19 − 1088λ11 + 48λ10 − 24λ9 + λ8 − 704λ3 + 32λ2 − 44λ+ 2).

This shows that away from λ = 0 and λ = ∞ there are 19 irreducible type I1-fibers
as claimed.

Case (d). The plane x0 = 0 intersects the general surface in a rational curve

which on the desingularization X̃ becomes a −1-curve (with multiplicity 2) inter-
secting the −4-curve in two points and thus on X ′ this becomes an I1-type fiber.
On a general quasi-smooth type (d) surface the elliptic fibration has 23 further
I1-type fibers as one sees for instance by computing the discriminant with respect
to z2 of the left hand side of the expression z32 + λ4z22 + (λ7 + λ3 +1)z2 + λ11 = z23 ,
which represents the elliptic fibration for the quasi-smooth surface x0x

3
2 + x4

1x
2
2 +

(x0x
7
1 + x9

0x
3
1 + x15

0 )x2 + x11
1 = x2

3. This discriminant is the degree 23 polynomial

4λ23 − 8λ22 − 4λ21 + 20λ18 − 12λ17 + 20λ15 − 11λ14 − 12λ13

+2λ11 − 24λ10 − 4λ9 + a8 − 12λ7 − 12λ6 − 12λ3 − 4

and it has no double roots which shows that there are indeed 23 type I1 fibers away
from (0 : 1). Moreover, substituting x1 = 0 shows that the fiber at (1 : 0) is smooth
elliptic, confirming that λ = 0 is not a root of the discriminant. □

Remark 3.3.2. If we check what happens under the birational transformation given
in Remark 2.1.2.1 which transform a type (b) surface in a type (a) surface, only the
fibers over t = 0 are affected: for the (b)-type surface we have a type II-fiber and
the bisection meets each component in a single point, while for the (a)-type surface
the component of the type II-fiber coming from the quotient singularity contracts,
giving a fiber of type I1 whose singularity lies on the bisection.

The fiber structure of an elliptic pencil allows us to calculate the so-called trivial
Picard lattice , that is the lattice spanned by the fibers and one (multi)section.
There might be more (multi)sections, enlarging the Picard lattice. This is however
not the case, as we show now. Note that the argument is different in cases (a), (b)
and (c)+(d).
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Corollary 3.3.3. The Picard lattice Pic(X ′) of the minimal model X ′ of the generic
member of the four families coincides with the trivial lattice. It is given by:

Case (a): Pic(X ′) ≃ ⟨1⟩⦹ ⟨−1⟩;
Case (b): Pic(X ′) ≃ ⟨1⟩⦹ ⟨−1⟩⦹ ⟨−2⟩;
Case (c): Pic(X ′) ≃ U ⦹A2(−1);
Case (d): Pic(X ′) ≃ U .

Proof. In case (a) the Picard lattice contains a half fiber F0 (the canonical curve)
and the bisection E with E.E = −3 coming from blowing up the singularity. De-
note their classes by f, s. Then f.s = 1, f.f = 0, s.s = −3. Passing to the classes
s + 2f, s + f , one finds that the Z-span of the classes gives a lattice isometric to
S := ⟨1⟩⦹ ⟨−1⟩. This lattice is primitive.
In case (b) the Picard lattice contains F0, the bisection given by the exceptional
curve E with E.E = −3, and a reducible fiber G + G′ of type I2. Denote their
classes by f, s, g, g′. Passing to the classes s+ 2f, s+ f,−f + g, the Z-span of the
classes gives a lattice isometric to ⟨1⟩⦹ ⟨−1⟩⦹ ⟨−2⟩.
Case (c) concerns an elliptic K3 surface with a section and generically one re-
ducible fiber of type I3. Hence the trivial Picard lattice is isometric to U⦹A2(−1).
The case (d) concerns an elliptic K3 surface with a section and generically no
reducible fibers so that the trivial Picard lattice is isometric to U .

To show that generically the Picard lattice equals the trivial lattice, in cases
(a) and (b), we bound the Picard number. We claim that in case (a) the Picard
group does not have rank ≥ 3. For this, it suffices to find a family admitting
a non-symplectic automorphism g of order 11 having at least 1 modulus and for
which the period map is non-constant. Indeed, by8 [20, Cor. 1.14 in Ch 15], the
transcendental lattice of a surface in that family has rank divisible by 10 = ϕ(11)
and so is either 10 or 20. If it were 10 for all surfaces in the family, the Picard
number would be constant and so also the period map would be constant.

The required family is given by Fa = x1x
4
2 + ax7

1 + x11
0 x2 + x4

1x
2
2 − x2

3, a ∈ C.
Its members are generally quasi-smooth, the tangent to the kernel of the period
map at each quasi-smooth member is in the (fixed) direction x9

0x1x2 which can be
shown to be independent from the deformation direction x7

1 of the family. Finally,
Fa admits the automorphism g(x0, x1, x2, x3) = (ρ11x0, x1, x2, x3, x4) which sends
the form ω which is the residue along Fa = 0 of the form Ω3/Fa to ρ11ω and so the
action is indeed non-symplectic.

The proof that in case (b) the Picard group has rank 3 has been relegated to
Appendix C. The proof has an arithmetic flavor and uses reduction mod 2 and 3.9

Cases (c) and (d) concern families of K3 surfaces for which the number of
moduli equals the dimension of the period domain. Indeed, in case (c) one has
16 moduli, in case (d) there are 18 moduli (see Table 3.1.1). We just calculated
the trivial Picard lattice which has rank 4, respectively 2 and so the dimension of
the period domain associated to the transcendental lattice is ≤ 22 − 4 − 2 = 16,
respectively ≤ 22− 2− 2 = 18. We shall prove that the period map for a modular
family in both cases generally is an immersion (see Proposition 4.1.2) and so equality
holds which implies that the Picard lattices are as stated. □

8The proof only uses the K3-type intersection lattice of the surface.
9After Appendix C was ready we realized the existence of the birational transformation of

Remark 2.1.2 which shows that this gives another proof (cf. Remark 3.3.2).
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Remark 3.3.4. 1. The elliptic fibrations on X ′ of cases (a) and (b) having a single
smooth double fiber 2F0 admit an inverse logarithmic transformation (cf. [2, §V.13])
which leaves the fibration outside the double fiber intact but replaces 2F0 by a
smooth fiber which is no longer a double fiber. The resulting surface thus is a K3-
surfaceX ′′. Note that this procedure changes the Kodaira-dimension! Since one can
perform a logarithmic transformation on any smooth fiber of the resulting fibration
on X ′′, one can in this way construct elliptic surfaces, say Yt, t ∈ P \ {(0 : 1)}, that
are not obtained from surfaces that like X are weighted hypersurfaces of degree 14
in P(1, 2, 3, 7). The Picard-Lattice and the transcendental lattices being the same
as for X, the surfaces Yt are projective and their period point belongs to the same
period domain.
2. The statements in cases (c) and (d) confirm the calculations in S.M. Belcastro’s
thesis [4].

4. Hodge theoretic aspects: the pure variation

4.1. The period map. The existence of a double fiber in the elliptic fibration
causes Torelli to fail everywhere. This was observed already by K. Chakiris [11,
Theorem 2]. We give a simple proof which shows that in these cases infinitesimal
Torelli always fails. We give it here because the geometric proof in [11] is only
sketched.

Proposition 4.1.1. Let X be an elliptic surface fibered over P1 with a unique
multiple fiber mF0 and such that KX ≃ (m−1)F0. The period map for a Kuranishi
family of such elliptic surfaces has everywhere 1-dimensional fibers. This holds in
particular for the classes a) and b) from Table 3.1.1.10

Proof. First note that pg(X) = 1 and so (m− 1)F0 is the unique canonical divisor.
Also q(X) = 0, e.g. because of Theorem 3.2.1. We reason as in F. Catanese [10, p.
150]. The failure of infinitesimal Torelli is caused by the non-trivial kernel of the
tangent map to the period map. The latter is the map

µ : H1(TX) → Hom
(
H0(KX) → H1(Ω1

X)
)
.(3)

Since TX ≃ Ω1
X ⊗ K−1

X , the morphism µ is induced by multiplying H1(TX) by a
non-zero section ω of KX vanishing along the canonical divisor K = (m − 1)F0.
So, from the exact sequence

0 = H0(Ω1
X) → H0(Ω1

X ⊗ OK) → H1(Ω1
X(−KX))

·ω−−→ H1(Ω1
X),

one sees that the kernel of µ is isomorphic to H0(Ω1
X ⊗ OK). The problem now is

that K is not reduced as soon as m ≥ 3. If the multiple fiber is of type 2I0, the
normal bundle sequence for K ⊂ X reads

0 → OK(−K)
·ω−−→ Ω1

X ⊗ OK → Ω1
K → 0

and since OK(−K) is a torsion line bundle on the elliptic curve K, the exact co-
homology sequence shows that H0(Ω1

X ⊗ OK) ≃ H0(Ω1
K) ≃ H0(OC), which is

1-dimensional. If we have a multiple fiber of type 2Ib the argument is essentially
the same. If m ≥ 3 the argument is more involved. We sketch it only for m = 3 so

10The Kuranishi family is not the same as the modular family from Definition 2.1.4; the latter
has a fixed polarization.
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that KX = 2F0. One now uses the so-called decomposition sequence for reducible
divisors D = A+B which reads (cf. [2, Ch. II.1])

0 → OA(−B) → OC
restr−−−→ OB → 0.

We apply it to K = F0 + F0 and tensor it with Ω1
X |F0. This introduces the two

locally free sheaves Ω1
X |F0 and Ω1

X(−F0)|F0 on the elliptic curve F0. The first sheaf
fits into the normal bundle sequence for F0 in X,

0 → OF0(−F0) → Ω1
X |F0 → Ω1

F0
→ 0

and since OF0
(−F0) is torsion, the same argument as before gives H0(Ω1

X |F0) ≃
H0(Ω1

F0
) ≃ C. The sheaf Ω1

X(−F0)|F0 fits into the normal bundle sequence twisted
by OF0(−F0) which reads

0 → OF0(−2F0) → Ω1
X(−F0)|F0 → Ω1

F0
(−F0) → 0.

Hence H0(Ω1
X(−F0)|F0) ≃ H0(Ω1

F0
(−F0)) = 0 and H1(Ω1

X(−F0)|F0) = 0. Plug-
ging all this into the exact sequence of the twisted decomposition sequence

0 → Ω1
X(−F0)|F0 → Ω1

X ⊗ OK → Ω1
X |F0 → 0

shows that H0(Ω1
X ⊗ OK) ≃ H0(Ω1

X |F0) ≃ C. Clearly, an analogous proof shows
the result for all m. □

As stated in the introduction, in our case the four types of modular families give
rise to a polarized variation of Hodge structure, each with an associated period
domain, say Da,b, and the associated Kuranishi family (with fixed polarization)
gives rise to a (local) period mapMa,b → Da,b. In our case the kernel at F ∈ Ma,b of

the period map map is the precisely kernel of the multiplication map Rd
F

·x0−−→ Rd+1
F .

This kernel varies with F . Although the calculations in Appendix A.1 show that at
the point corresponding to the basic type this kernel has dimension 1 in all cases,
at a general point this is not the case, as shown in Appendix A.3:

Proposition 4.1.2. The period map for the Kuranishi family (preserving the po-
larization) for a general class (a)–(d) surface is an immersion.

An interesting arithmetic consequence of this result11 is the validity of the Tate
conjecture as well as the Mumford–Tate conjecture for each of the present surfaces.
Note that the classes (a) and (b), being not of general type, are not mentioned in
loc. cit. These two classes of surfaces give the first properly elliptic surfaces (in
characteristic 0) for which these conjectures now are known to be true.

Corollary 4.1.3. For each of the surfaces of types (a)–(d) the Tate conjecture for
divisor classes and the Mumford–Tate conjecture for rank 2 cohomology holds.

Proof. This follows from [31, Prop. 9.2]. Indeed, since the moduli stacks of the
surfaces are irreducible of positive dimension and condition (P) in loc.cit. follows
from the immersive property of the period map, all conditions are satisfied. □

Remark 4.1.4. L. Tu [49] has shown that infinitesimal Torelli for weighted hypersur-
faces hinges on the validity of Macaulay’s theorem which is only true if the degree
of the hypersurface is high enough. Tu’s result [49, Theorem 2] indeed does not
apply in the present situation, not even in the case where the minimal model of the
resolution is a K3 surface obtained from the basic surfaces of types (c) and (d).

11For background on the Tate and the Mumford–Tate conjectures we refer to [31, §1].
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4.2. The generic transcendental lattice for the four families.

Digression on lattices. The discriminant form of a non-degenerate integral lat-
tice L plays a central role if L is not unimodular. We already introduced the
discriminant group A(L) = L∗/L just above Theorem 2.2.2. Extending the form
on L in a Q-bilinear fashion to L⊗Q, one obtains a well-defined Q/Z-valued form
bL on the discriminant group by setting

bL : A(L) × A(L) → Q/Z, x̄.ȳ 7→ x.y mod Z (discriminant bilinear form).

A lattice L such that x.x is even is called an even lattice . These come with an
integral quadratic form q given by q(x) = 1

2x.x and for these one considers a finer
invariant, the discriminant quadratic form

qL : A(L) → Q/Z, x̄ 7→ q(x) mod Z.

The discriminant form is a so-called torsion form and such forms are completely
local in the sense that these decompose into p-primary forms where p is a prime
dividing the discriminant. More precisely, bL is the orthogonal direct sum sum of
the discriminant forms of the localizations Lp = L ⊗ Qp and so it ties in with the
genus of the lattice, i.e. the set of isometry classes {Lp}p prime together with L⊗R.
The same holds for qL if L is even.

Example 4.2.1. Some torsion forms play a role later on. For calculations on the
root lattices, see for example [40, Table 2.4].

(1) The lattice ⟨n⟩ with n even has discriminant group Z/nZ and discriminant
quadratic form which on x̄ takes the value 1

n x̄ ∈ Q/Z. The form is denoted

⟨ 1n ⟩.
(2) The discriminant group of the root lattice An is the cyclic group Z/(n+1)Z.

The discriminant quadratic form assumes the value −n/(n+ 1) ∈ Q/Z on
the generator and is denoted ⟨ −n

n+1 ⟩.

A celebrated result of V. Nikulin [33, Cor. 1.16.3] emphasizes the role of the
discriminant form in determining the genus:

Theorem. The genus of non-degenerate lattice is completely determined by its type
(i.e., being even or odd), its rank, index and discriminant form.

It is well known that the number of isometry classes in a genus is finite. It is
also called the class number of the genus. We state a criterion for class number
1 due to M. Kneser [24] and V. Nikulin [33, 1.13.3]:

Theorem 4.2.2. Let L be a non-degenerate indefinite even lattice of rank r.
Its class number is 1 if the discriminant group of L can be generated by ≤ r − 2
elements. Hence, in this case L is uniquely determined by its rank, index and the
discriminant quadratic form.

Example 4.2.3. Any indefinite odd unimodular lattice of signature (s, t) is unique
in its genus and represented by a diagonal lattice of the form ⦹s⟨1⟩⦹⦹t⟨−1⟩. Any
even unimodular lattice of signature (s, t) is unique in its genus, satisfies s − t ≡
0 mod 16 and if t ≥ s, is represented by ⦹sU ⦹⦹ 1

8 (t−s)E8(−1). For instance, the
intersection lattice of a K3 surface is isometric to ⦹3U ⦹⦹2E8(−1).
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Although the lattices we encounter are odd, the preceding result will be applied
to certain even sublattices. Here we use a topological result which we recall now. For
any compact orientable 4-dimensional manifold X the second Stiefel–Whitney class
w2 is a characteristic class for the inner product spaceH

2(X,F2), i.e. w2.x+x.x = 0
for all classes x ∈ H2(X,F2). To pass to integral cohomology one uses the reduction
mod 2 map, induced by the natural projection Z → Z/2Z:

ρ2 : H2(X,Z) → H2(X,Z/2Z).

Any lift of w2 under ρ2 is an integral characteristic element since the intersection
pairing is compatible with reduction modulo 2. In the special case where X is
a compact almost complex manifold of complex dimension 2, there is a canonical
choice for a lift, namely the first Chern class c1. In our situation we apply it to
lattices orthogonal to the class of a fiber of an elliptic fibration.

Application. Recall that in the projective situation the orthogonal complement
of the Picard lattice is the transcendental lattice, the smallest integral sublattice of
H2 whose complexification contains H2,0.

Proposition 4.2.4. The transcendental lattice T for a generic member of the uni-
versal family of quasi-smooth surfaces of degree d = a+ b+4 in P(1, 2, a, b) is even
and

Case (a): T ≃ ⦹2U ⦹⦹2E8(−1);
Case (b): T ≃ ⟨2⟩⦹ U ⦹2 E8(−1);
Case (c): T ≃ ⦹2E8(−1)⦹A2;
Case (d): T ≃ ⦹2U ⦹⦹2E8(−1).

Proof. Recall that in the algebraic situation the transcendental lattice and the
Picard lattice are each other’s orthogonal complement and both are primitively
embedded in H2. In order to apply Theorem 4.2.2, we observe that for a non-
degenerate primitive sublattice S of a unimodular lattice L and its orthogonal
complement T = S⊥, one has AS ≃ AT while qS ≃ −qT .

As previously observed, the transcendental lattice is a birational invariant and so

we may and do compute it on the minimal model X ′ if it differs from X̃. Proposi-
tion 3.1.1 states that H2(X ′) has rank 22 and signature (3, 19). If X ′ is a K3 surface
the latticeH2(X ′) is even. In the other two cases it is odd, since the stated multisec-
tions have odd self-intersection number. However, the class c1(X) = −KX = −F0

is a characteristic class and so x.x is even for classes x orthogonal to the class of a
fiber. In particular, the transcendental lattice is even.

We recall that Corollary 3.3.3 gives the Picard lattices for the minimal model X ′

of the generic member of each of the four families. In case (a), the Picard lattice is
isometric to the unimodular lattice ⟨1⟩ ⦹ ⟨−1⟩. Hence the generic transcendental
lattice is even, unimodular and of signature (2, 18). So, using Example 4.2.3, it is
isometric to ⦹2U ⦹⦹2E8(−1) and a similar argument applies in case (b).

In case (c) the Picard lattice is isometric to U ⦹ A2(−1). The transcendental
lattice is an even lattice of signature (2, 16) and discriminant form the one of A2.
Up to isometry, there is only one lattice, the lattice A2 ⦹⦹2E8(−1). In case (d)
the Picard lattice is isometric to U . So by Example 4.2.3, in this case the generic
transcendental lattice is isometric to ⦹2U ⦹⦹2E8(−1). □
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4.3. Lattice polarized variations. Recall that in each of the four cases the Hodge
structure on H2 and on H2

prim is of K3-type since h2,0 = 1. So the period domain

associated to H2
prim is

D(H2
prim) = {[ω] ∈ P(H2

prim ⊗ C) | ω ∧ ω = 0, ω ∧ ω > 0},

a domain of K3-type of dimension b2 − 3 = h1,1
prim. Since the modular families (cf.

Definition 2.1.4) in all cases have generic Picard lattice of rank ≥ 2, the associated
period map is not surjective. In such cases one uses the smaller domain

(4) D(T ) = {[ω] ∈ P(T ⊗ C) | ω ∧ ω = 0, ω ∧ ω > 0},

associated to the general transcendental lattice T ⊂ H2(X,Z)prim for the modular
family for X. One speaks then of lattice polarized families and their asso-
ciated variations of Hodge structure. More precisely, these are the S-polarized
variations, where S = T⊥ is the generic Picard lattice. Since the period maps for
the generic member of a modular family are immersions (cf. Proposition 4.1.2),
Proposition 4.2.4 gives rise to the following table:

cases dimD(T ) generic rank of period map
(a) (14, [1, 2, 3, 7]) 18 18
(b) (12, [1, 2, 3, 5]) 17 17
(c) (16, [1, 2, 5, 7]) 16 16
(d) (22, [1, 2, 7, 11]) 18 18

5. Associated variation of mixed Hodge structure

5.1. Mixed Torelli. We assume now that X is an elliptic surface of type (a) or
(b). We first describe a subvariety12 inside M3,7, respectively inside M3,5 where the
infinitesimal Torelli fails and to which the basic surfaces belong.

Let L ⊂ U1,2,3,7 be the sublocus of normal forms with G0 = G5 = 0. It has
dimension 13− 2 = 11. A quasi-smooth surface V (g) with g ∈ L is invariant under
the involution ι(x0) = −x0 and ι acts on the Jacobian ring R. The +1 eigenspace
R+

14 of ι on R14 corresponds to first order deformations which are tangent to L and
transverse to the T -orbit, confirming that dim(L//T ) = dimR+

14 = 11.
The forms F (Ω3/g

2), F ∈ R−
15 whose residues belong to the primitive (1, 1)-part

of H2(V (f)), are all ι-invariant and descend to give rational forms on the quotient
of V (g) by ι. This is a quasi-smooth degree 14 surface S ⊂ P(2, 2, 3, 7) and appears
as number 22 on Reid’s list of 95 K3 surfaces. In the present case the primitive
part H2

prim(S) has Hodge numbers (1, 10, 1). The residue map sending F ∈ R−
15

to its residue on V (f) induces a homomorphism R−
15 → H1,1

prim(S). One checks
that it is generically an isomorphism and so it follows that the multiplication map
multx0

: R+
14 → R−

15 is a map from a vector space of dimension 11 to a vector space
of dimension 10, and hence always has a 1-dimensional kernel.

In U1,2,3,5 we consider the sublocus L′ of normal forms given by G4 = 0 and
the vanishing of two terms in G2 (only the one containing x3

0x2 is allowed) has
dimension 13 and so dim(L′//T ) = dimR+

12 = 10
The quotient by the involution x0 7→ −x0 is a K3 surface in P(2, 2, 3, 5) of degree

12 which is number 18 in Reid’s list. Its primitive cohomology has Hodge numbers

12There might be other subvarities where this holds as well.
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(1, 9, 1). The same argument shows that the multiplication map multx0
: R+

12 → R−
13

in this case always has a 1-dimensional kernel.

In these cases X̃ = X ′ is fibered over P1 with a unique double fiber 2F0 and
KX′ ≃ F0. We set U := X ′ \ F0 and we consider the variation of mixed Hodge
structure on H2(U) when X varies in one of the subfamilies of a modular family
coming from the codimension 1 sublocus L ⊂ U1,2,3,7, respectively L′ ⊂ U1,2,3,5,
where Torelli fails. For brevity we call the resulting variation the subcanonical
modular variation of mixed Hodge structure.

Theorem 5.1.1. Suppose the pure period map for the Kuranishi family of type
(14, [1, 2, 3, 7]), respectively of type (12, [1, 2, 3, 5) of a surface of type (a), respectively
type (b), has a 1-dimensional kernel. Then the period map of the subcanonical
modular variation of mixed Hodge structure is an immersion.

Proof. We first determine the mixed Hodge structure on H2(U) by means of the
exact Gysin sequence

0 → H0(F0)(−1)
i∗−−→ H2(X ′)

j∗−−→ H2(U)
res−−→ H1(F0)(−1) → 0,

where i : F0 ↪→ X ′, j : U ↪→ X ′ are the inclusions and ”res” is the residue map. We
see that W2H

2(U) ≃ H2(X ′)/H2(F0)(−1) and that GrW3 H2(U) ≃ H1(F0)(−1).
We next consider the variation of mixed Hodge structure given by H2(UF ) where

UF = U \ F and F = F0 +G is a deformation of a quasi-smooth reference surface
F0, and G varies over an open neighborhood of F0 in a base of a Kuranishi family as
described by Corollary 2.1.5. So tangent directions are identified with polynomials
G ∈ Rd. The infinitesimal variation is described by the Higgs fields13 θ2ξ : I2,0 →
I1,1, θ3ξ : I2,1 → I1,2 in the direction of ξ. The map θ2ξ is induced by the map

µ, c.f. Eqn. (3) and if ξ corresponds to the polynomial G, is represented by the
multiplication

R1
F

·G−−→ Rd+1
F , G ∈ Rd

F .

We consider the following two particular cases (belonging to the locus L, respec-
tively L′):

• Case (a) F0 = x14 + y7 + yz4 + w2 + x2y3z2, η = x12y + (1/7)y4z2

• Case (b) F0 = x12 + y6 + z4 + yw2 + x2y2z2, η = x10y + (1/6)y3z2

In Appendix A, it is shown that V (F0) is quasi-smooth and that θ2ξ is injective
except in the direction ξ = η.

To calculate θ2η, we consider the family of canonical curves Et attached to the

surfaces Xt = V (F0 + tη). In case (a), Et is defined by y7 + yz4 +w2 + t(1/7)y4z2.
Moreover, H1,0(E0) is generated by y while H0,1(E0) is generated by y5z2, and
hence multiplication by the tangent direction y4z2 is injective. In case (b), Et is
defined by y6+z4+yw2+t(1/6)y3z2. Moreover, H1,0(E0) is generated by y whereas
H0,1(E0) is generated by y4z2, and hence multiplication in the tangent direction
y3z2 is injective.

This takes care of the direction in which θ2ξ fails to be injective, and shows that

the period map not only is injective along L//T , respectively L′//T , but - by the
lower semi-continuity of the rank function - at the generic point of the moduli spaces
M3,7 and M3,5 . □

13For background on Higgs fields in the mixed setting, see [34].
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Remark 5.1.2. Using the elliptic fibration which we get on the preceding two K3 sur-
faces after taking the quotient under the involution, and making use of exceptional
curves from the desingularization, the Picard numbers of the respective general
members of the family can be calculated. The outcome corroborates the results in
Belcastro’s thesis [4]. For number 22 in Reid’s list we find ⦹2D4(−1)⦹ U(2), and
for number 23 we get ⦹D5(−1) ⦹ D4(−1) ⦹ U(2). For details on the calculation
for the first of these, see Example 4.5.7 in the forthcoming book [36].

5.2. Rigidity: the pure case. We first consider rigidity for the pure polarized
variations of Hodge structure. To avoid confusion, we explain the rigidity concept
we use here. A variation of Hodge structure comes with a period map f : S → Γ\D,
where D is a period domain classifying the kind of Hodge structures underlying the
variation, and Γ is the monodromy group of the variation. Rigidity in this setting
is a rather restricted concept:

Definition 5.2.1. A deformation of a period map f : S → Γ\D consists of a locally
liftable horizontal map F : S × T → Γ\D extending f in the obvious way. If no
such deformation exists except f × id, the map f is called rigid.

Recall that the essential part of a K3-type variation is given by the variation
on the generic transcendental lattice. Since we have a weight 2 variation, one may
apply [37, Theorem 3]. In our case this implies:

Proposition. If the period map associated to the essential part of a K3-type vari-
ation over a quasi-projective variety has rank ≥ 2, it is rigid in the above sense.

Taking into account the possible failure of infinitesimal Torelli over certain sub-
varieties parametrizing modular families, we thus find the following rigidity results:

Proposition 5.2.2. The essential part of a variation of type (a)–(d) is rigid if
the period map has rank ≥ 2. In particular the variation over a quasi-projective
subvariety S of a modular family of dimension ≥ 3 is rigid in cases (a) and (b),
and if dimS ≥ 2 in case (c) and (d).

5.3. Rigidity for mixed period maps. Just as in the proof of [34, Prop. 7.2.5],
we deduce from the rigidity in the pure case:

Corollary 5.3.1. For the types (a) and (b) surfaces the family consisting of the
complements of the support of the canonical curve in any family having a period
map of rank ≥ 3 is rigid.

Proof. [34, Prop. 7.2.5] states that it is sufficient to show the following three

properties of a family as described in the assertion, say X̃s, s ∈ S, S smooth and
quasi-projective.

(1) The family of canonical curves in X̃s is rigid.
(2) The essential part of the K3 variation has a non-constant period map and

is rigid.
(3) The mixed period map is an immersion.

(1) follows for the weight one variation from the moving curve F0 from [37,
Theorem 3] since in the course of the proof of Theorem 5.1.1 we proved that the

period map for the canonical curves in X̃s is not constant.
(2) is the statement of Proposition 5.2.2 and (3) is Theorem 5.1.1. □
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6. An Application to KSBA Theory

Recall that the 28 dimensional moduli space M of surfaces of general type with
K2 = 1, pg = 2 and q = 0 admits a KSBA compactification M proposed by
and named after Kollár, Shepherd–Barron and Alexeev. In this section, we give an
application of the results of this paper to the Hodge theory of some of the boundary
divisors of the KSBA compactification.

6.1. Overview of the results of [16]. The generic member of M has a canonical
model which is a quasi-smooth hypersurface in P[1, 1, 2, 5]. After completing the
square, such a surface can be put in the form:

(5) w2 = f(x, y, z), deg(x) = deg(y) = 1, deg(z) = 2, deg(w) = 5

For each of Arnold’s exceptional unimodal singularity of type

(6) Σ = E12, E13, E14, Z11, Z12, Z13,W12,W13

a corresponding boundary divisor DΣ of the KSBA compactification M of M is
constructed.

To construct the boundary divisors DΣ, we start with a triple (p, q, d) of positive
integers and let V denote the homogeneous component of degree 10 of C[x, y, z] with
respect to (5). Let ω be the weight function which is defined on the monomials of
V by the rule

(7) ω(xaybzc) = pb+ qc− d

Then, ω determines a C∗-action on V the linear extension of the rule:

t ∗ (xaybzc) =

{
t−ωxaybzc, ω ≤ 0

xaybzc, ω > 0

By construction, this action extends continuously to a holomorphic map C×V → V .
Given a polynomial f ∈ V , let

S(f) = V (w2 − t ∗ f) ⊆ P[1, 1, 2, 5]× C

and π : S(f) → C be the morphism π((x : y : z : w), t) = t. Let St(f) = π−1(t).
The fiber S0(f) is defined by the monomials of non-negative degree with respect to
ω. For a generic polynomial f of degree 10 and a suitable choice of (p, q, d), the
branch curve B0 of S0(f) has a unique singularity at (1 : 0 : 0) of type Σ appearing
in (6) (see [16] for the details).

In the setting described in the previous paragraphs, the KSBA program com-
pactifies the germ of the family S(f) → C at t = 0 by replacing S0(f) with a new

central fiber Z̃f ∪ Ỹf where

• Z̃f is birational to a (p, q)-weighted blow up of S0(f) at (1 : 0 : 0). The

surface Z̃f has at worst rational singularities and h(O) = 1;

• Ỹf is an ADE K3-surface which is defined by the monomials of non-positive

weight. More precisely, in terms of the data (p, q, d), Ỹ is a degree d hyper-
surface in P[1, p, q, d/2] when d is even and degree 2d in P[1, 2p, 2q, d] when
d is odd.

• Z̃f and Ỹf are glued together along a common P[p, q].
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Fixing the data (p, q, d) and varying the polynomial f defines a divisor DΣ in the
KSBA compactification of M. Moreover, by the results of section 4 of [16], there
exists a Zariksi open subset U ⊆ DΣ over which there exists a flat, proper family
p : S → U whose fibers p(u) = Z̃u ∪ Ỹu are surfaces of the type described above.

Remark 6.1.1. Preliminary calculations show that the framework described above
is generally applicable to hypersurface degenerations in weighted projective 3-space,
provided that certain numerical conditions hold, i.e. a choice of weight function
ω defines a family of surfaces S(f) → C whose central fiber can be modified by
adjoining a “tail surface” to obtain a KSBA stable limit. The details will appear
in a follow up to [16].

By [44], there exists a Zariski open subset U1 ⊆ U over which V = R2p∗(Q)
is the underlying Q-local system of an admissible variation of graded-polarizable
mixed Hodge structure. Therefore, H = GrW2 (V ) is a variation of pure Hodge
structure of weight 2 over U1. Given a Q-Hodge structure A of weight 2 with
F 3AC = 0 let T [A] denote the smallest Q-Hodge substructure of A which contains
F 2AC. By the results section 6 of [16], there is a Zariski open subset U2 ⊆ U1 such
that

u ∈ U2 =⇒ T [GrW2 (Hu)] = T [H2(Z̃u)]⊕ T [H2(Ỹu)]

For generic f ∈ V , let φf : ∆∗ → Γ\D denote the local period map of π : S(f) →
C near t = 0. By the results of section 6 of [16], φf has finite local monodromy,
and hence the limit mixed Hodge structure Hlim(f) of φf is pure. Moreover,

(8) T [Hlim(f)] = T [H2(Z̃f )]⊕ T [H2(Ỹf )].

Thus, at the loss of the information contained in the finite monodromy of φf , we
are justified in calling the transcendental part of H the limit variation of Hodge
structure of M along DΣ.

Remark 6.1.2. The moduli count for the surfaces Z̃Σ in terms of the Milnor number
of Σ is given by 29 − µΣ whereas the moduli count for the surfaces Ỹ is µΣ − 2,
adding up to 27 = 28 − 1 which suggests that we have a divisor. That indeed DΣ

is a divisor corresponds to the fact that these two components can be deformed
independently (see [16] for details).

Since µΣ is the index of Σ in the list (6), the above formulae give the moduli for
each of the components.

At this point, it is natural to ask:

(1) What is the birational type of surface Z̃Σ?
(2) Does the period map of the limit variation of Hodge structure constructed

above have positive dimensional fibers?

For the unimodal singularities of types Z11, Z12, Z13, W12 and W13, the answer to
the first question is that they are birational to K3 surfaces. As explained in the last
section of [16], one sees this by simply multiplying the defining equation of S0(f)
by y2 and considering the birational transformation

(x : y : z : w) ∈ P[1, 1, 2, 5] 99K (xy : y2 : z : yw) ∈ P[2, 2, 2, 6] ∼= P [1, 1, 1, 3]

which converts a limit surface of type Z or W into an ADE K3 surface which is
a double cover of P2 branched along a sextic which intersects a line L in a special
configuration (for example, multiplicities 1, 2 and 3 for the Z11 singularity).
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All we know is that the answer to the second question is ”no” for the E13 case, as
we now explain. By Equation (8) the period map is governed by the restriction to
the transcendental part of the Z-surface and of the Y -surface. The Z-surface (type
E13 in P(1, 2, 3, 7)) has injective differential by Table A.3.1. The Y -surface is a K3
surface in weighted projective space whose period map has injective differential.
Since the two surfaces Y and Z deform independently this shows that the total
period map has injective differential.

6.2. Relation with the present paper. One of the observations which gave rise
to this paper is that for the singularity types E13 and E14, the resulting surfaces

Z̃ are birational to a singular hypersurface of degree 14 in P[1, 2, 3, 7] by simply
multiplying the defining equation of S0 by z2 and considering the birational trans-
formation

(x : y : z : w) ∈ P[1, 1, 2, 5] 99K (x0 : x1 : x2 : x3) = (y : z : xz : zw) ∈ P[1, 2, 3, 7]

In fact, both the E13 and E14 singularities are subvarieties of the locus J of
degree 14 surfaces in P[1, 2, 3, 7] whose singular locus consists of the orbifold point
[0 : 0 : 1 : 0] of P[1, 2, 3, 7] and exactly one A1-singularity which occurs at a smooth
point of P[1, 2, 3, 7].

By a result of Burns and Wahl [9], J should have codimension 1 in the moduli of
hypersurfaces of type (14, [1, 2, 3, 7]). For completeness, we give a direct algebraic
proof here: The group of automorphisms of P[1, 2, 3, 7] acts transitively on the
smooth points of P[1, 2, 3, 7] (consider the orbit of ξ = [1 : 0 : 0 : 0]). Therefore,
we consider the hypersurfaces V (f) ∈ J which have an A1-singularity at ξ and
are given as double covers x2

3 = g(x0, x1, x2). The condition that f(ξ) = 0 implies
the vanishing of the coefficient of x14

0 in f . The condition that (∇f)(ξ) = 0 forces
the vanishing of the coefficients of x12

0 x1 and x11
0 x2 in f as well. Since we are

considering double covers of P[1, 2, 3], the relevant automorphism group consists of
invertible transformations of the form (cf. (20))

(x0 : x1 : x2) 7→ (a0x0 : a1x1 + a2x
2
0 : a3x2 + a4x0x1 + a5x

3
0)

The subgroup of elements which fix the point [1 : 0 : 0] corresponds to transforma-
tions for which a2 = a5 = 0, an hence (up to scaling) this subgroup has 5 − 2 = 3
parameters. The number of monomials of degree 14 in P[1, 2, 3] is 24. So, the
dimension count for J is (24− 3− 1)− 3 = 17.

As noted above, the generic surface of type (14, [1, 2, 3, 7]) has elliptic fiber struc-
ture 2I0 + 24 × I1. Let S be a generic point of J , E13 or E14. In Appendix A.4,
it will be shown that in each case the singular locus of S consists of the orbifold
point [0 : 1 : 0 : 0] of P[1, 2, 3, 7] and an A1 singularity at a smooth point of S.
In Appendix A.3 we compute the rank of the period map in the J -case and the
E13-case. This is then shown to lead to:

Theorem 6.2.1. The generic J -type surface as well as the generic E13 surface
and the generic E14 surface is birational to a type (14, [1, 2, 3, 7]) surface which has
one singular point of type A1 at the point (1 : 0 : 0 : 0) ∈ P[1, 2, 3, 7] and finite
quotient singularities where it intersects the singular locus of P[1, 2, 3, 7]. These
surfaces are properly elliptic with pg = 1. Furthermore,

(1) The elliptic fiber type of the elliptic fibration in the J -case and the E13-
case, is given by 2I0+ I2+22× I1 and in the E14-case by 2I0+ I3+21× I1.
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(2) Let Striv be the ”trivial” lattice, spanned by the fibers and the ”canonical”
multisection. The invariants in the three cases are given in the following
table:

J E13 E14

dimStriv 3 3 4
Hodge numbers of S⊥

triv (1, 17, 1) (1, 17, 1) (1, 16, 1)
dim of D(S⊥

triv) 17 17 16
number of moduli 17 16 15

rank of the period map 17 16 ≥ 14

If Striv is the entire Picard lattice, then S⊥
triv is the transcendental lattice

and D(S⊥
triv) is the associated period domain.

Remark 6.2.2. To prove our results on (mixed) period maps also to the family J ,
it is required to extend the residue calculus for quasi-smooth hypersurfaces to the
situation where supplementary ordinary nodes are allowed, e.g. by extending the
results [12] of A. Dimca and M. Saito and so one expects the residue calculus to
involve working with polynomials in the Jacobian ring which vanish at the nodes.
Assuming this to be the case one argues as follows:

(a) Rigidity for the period map of the family J should follow from Prop. (4.1.1)
upon applying [37, Theorem 3]. To show that the family of canonical curves is rigid,
we can apply the same residue calculations of § 5.1 since the canonical curve x0 = 0
does not pass through the A1-singularity at (1 : 0 : 0 : 0).

(b) To prove also that rigidity and mixed Torelli hold in the J -case, we need
to calculate the derivative of the period map φ : J → Γ\D at a suitable surface
S ∈ J . If the residue calculus can indeed be applied, we find, as expected, that
there are 17 deformation parameters. Furthermore, the code of Appendix A.3 shows
that for the particular surface S = V (f) defined by

(9) g = x2z4 + yz4 + x5z3 + x8z2 + y7 + x10y2 − w2 + x2y3z2

where x = x0, y = x1, z = x2 and w = x3, the kernel of the derivative of the period
map has dimension 1. Indeed (see Table A.3.1), the code shows that the kernel of

the map ker((S/J)d
x−→ (S/J)d+1) is given by

(10) η = x8y3 + (4/5)x6yz2 + (1/2)x3yz3 + (1/5)y4z2 + (1/5)yz4

The canonical curve Et of the surface Xt = V (g+ tη) is therefore defined by the
equation

yz4 + y7 − w2 + t(y4z2 + yz4)/5

A residue calculation shows that y generates H1,0(E0) whereas y5z2 generates
H0,1(E0). Moreover, yz4 is contained in the Jacobian ideal of E0 whereas y4z2

does not reduce to zero modulo the Jacobian ideal. Therefore, the derivative of
the period map of the family Et at t = 0, which corresponds to multiplication by
y4z2, is injective. Thus, as in section 5, the derivative of the mixed Torelli map is
injective at the generic point of J .

Appendix A. Manual computations and SageMath code

A.1. Manual verifications. The Hodge number h2,0 = pg for any of the type
(a)–(d) weighted quasi-smooth surfaces F = 0 equal dimR1

F = 1. The remaining

Hodge number dimH1,1
prim = dimRd+1

F (constant in families) can be checked by
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hand for the basic quasi-smooth surfaces from Proposition 1.3.1. This is also
the case for the number of moduli

µF = dim(H1(TX)proj) = dim(Rd
F )

thereby giving a check for the results of Section 2.1. Finally this can also be
done for the dimension of the kernel of the derivative of the period map δF =

dimker
(
Rd

F

·x0−−→ Rd+1
F

)
. The results are given in the following table

Basic example h1,1
prim µ δ

x14
0 + x7

1 + x4
2x1 + x2

3 18 18 1
x12
0 + x6

1 + x4
2 + x1x

2
3 17 17 1

x16
0 + x8

1 + x0x
3
2 + x1x

2
3 17 16 1

x22
0 + x11

1 + x0x
3
2 + x2

3 18 18 1

Let us carry this out for the example (c) where JF = ( 1
16x

15
0 +x3

2,
1
8x

7
1+x2

3,
1
3x0x

2
2, x1x3).

R16
F R17

F R16
F R17

F

(14, 1, 0, 0) (15, 1, 0) ∼ (0, 1, 3, 0) (9, 0, 0, 1) (10, 0, 0, 1)
(12, 2, 0, 0) (13, 2, 0, 0)) (11, 0, 1, 0) (12, 0, 1, 0)
(10, 3, 0, 0) (11, 3, 0, 0) (9, 1, 1, 0) (10, 1, 1, 0)
(8, 4, 0, 0) (9, 4, 0, 0) (7, 2, 1, 0) (8, 2, 1, 0)
(6, 5, 0, 0) (7, 5, 0, 0) (5, 3, 1, 0) (6, 3, 1, 0)
(2, 7, 0, 0) (3, 7, 0, 0) (3, 4, 1, 0) (4, 4, 1, 0)
(0, 8, 0, 0) (1, 8, 0, 0) (1, 5, 1, 0) (2, 5, 1, 0)
(0, 3, 2, 0) −− (4, 0, 1, 1) (5, 0, 1, 1)

(0, 6, 1, 0)
(0, 0, 2, 1)

This table shows that δF = ker(R16
F

·x0−−→ R17
F ) = C · x3

1x
2
2 and thus infinitesimal

Torelli does not hold for this particular surface.
As noted earlier, in cases (c) and (d), the basic hypersurfaces do not belong to

the moduli spaces M5,7, respectively M7,11.
Using the sage code listed below, we will show that δF = 0 at the generic point

V (F ) of the moduli spaces in cases (a)–(d).

A.2. Quasi-smoothness via Gröbner basis. To quickly verify quasi-smoothness
of the hypersurface V (g) for a given polynomial g using the SageMath code, we
compute a Gröbner basis of the Jacobian ideal of g. In each case, each case, the
basis contains some power of x3. Setting x3 = 0 one then finds that x2 = 0 as well.
This results in a system of equations which is easily solved by hand.

# a=3; b=7; #Case (a)

# a=3; b=5; #Case (b)

# a=5; b=7; #Case (c)

# a=7; b=11; #Case (d)

d = a+b+4

R=PolynomialRing(QQ,"x,y,z,w",order=TermOrder("wdeglex",(1,2,a,b)))

x,y,z,w=R.gens() #x=x_0, y=x_1, z=x_2, w=x_3

# Examples from Prop. 3.3.1

# g = x^14 + y^7 + z^4*y + w^2 + x^11*z + x^5*z^3 # Case (a)

# g = w^2*y + 2*w*x*(z^2 + x^6) + z^4 + y^3*z^2 + x*y^4*z + y^6 # Case(b)

# A = y^7 -w^2; B = x^8*w + x^3*z*w + (x^(15) + x^(10)*z + x^5*z^2 + z^3 );

# g = A*y + B*x; # Case (c)

# g = x*z^3 + y^4*z^2 + (x*y^7+x^9*y^3+x^(15))*z + y^11 - w^2 # Case (d)

J=g.jacobian_ideal()
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B =J.groebner_basis()

[print(b) for b in B]

gx=g.derivative(x); gy=g.derivative(y);

gz=g.derivative(z); gw=g.derivative(w);

print(gx.subs(z=0,w=0),"|",gy.subs(z=0,w=0),"|",gz.subs(z=0,w=0),"|",gw.subs(z=0,w=0))

Note: If the equation is of the form g = w2 + wf(x, y, z) + h(x, y, z), one should
first eliminate wf(x, y, z) via a change of variable.

A.3. Rank of the period maps for modular families. In this subsection, we
present code to compute the kernel of the differentials of the period maps we con-
sider. The basis of the code is that SageMath has facilities to reduce polynomials
relative to a given ideal and compute the coefficient matrix of a sequence of poly-
nomials with respect to the monomials which occur in the sequence. In this way,
the problem reduces to a straightforward linear algebra problem. This code has
also been adapted to incorporate the singularities of types J , E13 and E14.

More precisely, let R be a graded ring and S and J be homogeneous ideals of
R such that J ⊂ S. Then, the multiplicative structure of R induces a well defined
map

(11) (R/J)α × (S/J)d 7→ (S/J)d+α

where (—)k denotes the degree k-component. As above, for cases (a)–(d), the
determination of the kernel of the derivative of the period map at the generic surface
V (g) amounts to the calculation of the kernel of (11) in the special case where R
is the homogeneous coordinate ring of P (1, 2, a, b), S = R, J is the Jacobian ideal
of g, α = 1 and d = deg(g).

Let M denote a moduli space of surfaces of type J , E13, E14 or Ma,b. Let V (g)
be a generic element of M, with Jacobian ideal J ⊆ R. To produce code which
handles all of these moduli spaces at once, we observe that in each case there exists
a homogeneous ideal I of R such that every element of the tangent space T to M

at V (g) can be obtained by a first order deformation t 7→ V (g+ tζ) for some ζ ∈ I.
We therefore set S = I + J , where I = R for the moduli spaces Ma,b.

For the moduli spaces M under consideration, Id always has a monomial basis B.
Let X = {m ∈ B | m = m.reduce(J)} using the reduce command of SageMath.
Let τ(X) denote the subspace of T defined by first order deformation through
elements of span(X). Then, τ(X) = T if and only if

(i) |X| = dim M

(ii) dim(span(X) + J) = |X|+ dim J

This is easily checked by computer using the code found at the end of this appendix
(A.3). In the code, ex dim = dim M and the basis B is the complement of the
monomials listed in the parameter forbidden. The results of these calculations are
summarized in Tables A.3.1 and A.3.2. For cases (a)–(d), the code also verifies the
previously stated dimensions of (R/J)d and (R/J)d+1.

Quasi-smoothness calculations. To check that the specific hypersurfaces used in
these calculations are quasi-smooth, we use the Groebner basis method of section
A.2. In each case, we find that some power of z and w are contained in the Jacobian
ideal of g (this can be checked directly using the reduce command in SageMath),
and hence we must have z = w = 0 at the singular point. In the same way, we verify
that the test surfaces of types J , E13, E14 do not have any extra singularities.
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Type Defining polynomial Generator of Kernel

(a) x14 + y7 + yz4 + w2 + x2y3z2 x12y + (1/7)y4z2

(b) x12 + y6 + z4 + yw2 + x2y2z2 x10y + (1/6)y3z2

J x2z4 + yz4 + x5z3 + x8z2 x8y3 + (4/5)x6yz2 + (1/2)x3yz3

+y7 + x10y2 − w2 + x2y3z2 +(1/5)y4z2 + (1/5)yz4

E13 y7 + y2x10 + yz4 + x5z3 + z2x8 − w2 x8y3 + (4/5)x6yz2 + (1/2)x3yz3

E14 y7 + y2x10 + yz4 + x3yz3 + z2x8 − w2 x8y3 + (4/5)x6yz2 + (3/10)xy2z3

Table A.3.1. Examples, Infinitesimal mixed Torelli

Type Defining polynomial

(a) x14 + x2z4 + 2xy2z3 + y7 + y4z2 + yz4 + w2

(b) x12 + y6 + z4 + yw2 + x2y2z2

J x10y2 + x8z2 + 2x6yz2 − 2x5y3z + x2z4

−2xy2z3 + y7 + y4z2 + yz4 + w2

E13 x10y2 + x8z2 + 2x5z3 + 2x4y2z2 + 2xy2z3

y7 + y4z2 + yz4 + w2

(c) x16 + y8 + xz3 + yw2 + y3z2

(d) w2 + xz3 + y4z2 + x20y + y11

Table A.3.2. Examples, Infinitesimal Pure Torelli

Since the only new feature arises in the case of types J , E13 and E14, we only
treat these cases. For the examples for which the derivative of the period map has a
non-trivial kernel, z10 and w belong to the Jacobian ideal. Moreover, the condition
to have a singular point at p reduces to gx = 10x9y2 = 0 and gy = 2x10y+7y6 = 0.
The only singular point is therefore at p = [1 : 0 : 0 : 0], as expected.

Code for infinitesimal period map calculations. The dimension of moduli
space M is ex dim. The basis B of Id is the complement of the monomials listed in
forbidden. For the moduli spaces of types J , E13 and E14, the code assumes that
g = w2 +h(x, y, z). The example for which mixed (infinitesimal) Torelli holds were
found by perturbation of the basic examples. The examples for which the pure
(infinitesimal) Torelli theorem hold were found by generating a random element of
the moduli space.

#a=3; b=7; ex_dim = 18; #Case (a). Different ex_dim for J, E13, E14 below.

#a=3; b=5; ex_dim = 17; #Case (b)

#a=5; b=7; ex_dim = 16; #Case (c)

#a=7; b=11; ex_dim = 18 #Case (d)

d = a+b+4

R=PolynomialRing(QQ,"x,y,z,w",order=TermOrder("wdeglex",(1,2,a,b)))

x,y,z,w=R.gens()

# Code assumes g = w^2 + h(x,y,z) in cases J, E_13 and E_14

# Examples with non-zero kernels and infinitesimal mixed Torelli

# g = x^(14) + y^7 + y*z^4 + w^2 + x^2*y^3*z^2 # Case(a)

# g = x^(12) + y^6 + z^4 + y*w^2 + x^2*y^2*z^2 # Case(b)

# Type J:

# g = x^2*z^4 + y*z^4 + x^5*z^3 +x^8*z^2 + y^7 +x^(10)*y^2 - w^2 + x^2*y^3*z^2

# g = y^7 +y^2*x^(10) + y*z^4 + x^5*z^3 + z^2*x^8 - w^2 #E13

# g = y^7 +y^2*x^(10) + y*z^4 + x^3*y*z^3 + z^2*x^8 - w^2 #E14

# Examples with trivial kernels (i.e. infinitesimal Torelli holds)

# g = x^(14) + x^2*z^4 + 2*x*y^2*z^3 + y^7 + y^4*z^2 + y*z^4 + w^2 # Case (a)

# g = x^(12) + x*z^2*w + y^6 + y^2*z*w + y*w^2 + z^4 # Case (b)

# g = x^(16) + y^8 + x*z^3 + y*w^2 + y^3*z^2 # Case (c)

# g = w^2 + x*z^3 + y^4*z^2+x^(20)*y + y^(11) # Case (d)
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# Type J:

# A = x^(10)*y^2 + x^8*z^2 + 2*x^6*y*z^2 - 2*x^5*y^3*z + x^2*z^4;

# B = - 2*x*y^2*z^3 + y^7 + y^4*z^2 + y*z^4 + w^2; g = A+B;

# Type E13

# A = x^10*y^2 + x^8*z^2 + 2*x^5*z^3 + 2*x^4*y^2*z^2 + 2*x*y^2*z^3;

# B = y^7 + y^4*z^2 + y*z^4 + w^2; g = A+B;

# The parameters forbidden, ex_dim:

# forbidden=[]; #For cases (a)-(d)

# forbidden=[x^14,x^11*z,x^12*y]; ex_dim=17 #J surface

# forbidden=[x^14,x^11*z,x^12*y,x^2*z^4]; ex_dim=16; #E13 surface

# forbidden=[x^14,x^11*z,x^12*y,x^2*z^4,x^5*z^3]; ex_dim = 15; #E14 surface

Md=[R.monomial(*e) for e in WeightedIntegerVectors(d,(1,2,a,b))]

[Md.remove(m) for m in forbidden]

J=g.jacobian_ideal()

gx=g.derivative(x); gy=g.derivative(y);

gz=g.derivative(z); gw=g.derivative(w);

Z=Sequence([x*gx,x^2*gy,y*gy]);

Ma=[R.monomial(*e) for e in WeightedIntegerVectors(a,(1,2,a,b))]

[Z.append(m*gz) for m in Ma]

Mb=[R.monomial(*e) for e in WeightedIntegerVectors(b,(1,2,a,b))]

[Z.append(m*gw) for m in Mb]

# Z = Degree d component of J.

W,n=Z.coefficient_matrix(); jd = rank(W);

print("Dimension of J_d = ", jd)

X=Sequence([m for m in Md if m.reduce(J)==m]); L=Set(X)

rx = L.cardinality(); print("Cardinality of X = ",rx);

[Z.append(m) for m in Md if m.reduce(J)==m];

U,n=Z.coefficient_matrix(); ru=U.rank()

print("Dimension of (J_d + span(X)) = ",ru)

# X gives a basis for the tangent space to the deformation space if

# ru = rx + jd and rx = ex_dim

if ((ru==rx+jd) and (rx==ex_dim)): #This code must be indented.

print("X is a basis of the tangent space, calculating the kernel dimension.")

T=Sequence([x^2*gx, y*gx])

M3 = [R.monomial(*e) for e in WeightedIntegerVectors(3,(1,2,a,b))]

[T.append(m*gy) for m in M3]

Ma = [R.monomial(*e) for e in WeightedIntegerVectors(a+1,(1,2,a,b))]

[T.append(m*gz) for m in Ma]

Mb = [R.monomial(*e) for e in WeightedIntegerVectors(b+1,(1,2,a,b))]

[T.append(m*gw) for m in Mb]

# Degree d+1 component of J.

D, l = T.coefficient_matrix()

r2 = D.rank(); print("Dimension of J_{d+1} = ",r2)

[T.append((x*m)) for m in X]

D, l = T.coefficient_matrix()

r3 = D.rank(); print("Dimension of J_{d+1} + Im(span(X)) = ",r3)

print("Kernel dimension = ",rx+r2-r3)

if(rx+r2-r3>0):

# Find the kernel.

print("Calculating kernel.");

c = D.ncols(); P = D.submatrix(0,0,r2,c); P1=P.row_space();

Q = D.submatrix(r2,0,rx,c); Q1=Q.row_space();

B = P1.intersection(Q1);

B1 = B.basis_matrix();

for j in range(B1.nrows()):

s=[]

[s.append(B1[j,k]*l[k]) for k in range(c)]

m=(sum(s))[0]
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t, r = m.quo_rem(x)

print("t=",t,"| x*t mod J=",(x*t).reduce(J),"| t mod J=|",t.reduce(J))

if((Set(forbidden)).is_empty()):

Md= [R.monomial(*e) for e in WeightedIntegerVectors(d,(1,2,a,b))]

K = Set(Md)

Md1=[R.monomial(*e) for e in WeightedIntegerVectors(d+1,(1,2,a,b))]

L = Set(Md1)

print("dim (R/J)_d = ",K.cardinality()-jd)

print("dim (R/J)_{d+1} = ",L.cardinality()-r2)

else:

print("X is not a basis of tangent space, exiting.")

A.4. Calculations involving the E12, E13 and E14-singularities.

Reduction to type (14, [1, 2, 3, 7]. Recall that the singularity types determine data
(p, q, d) from the exponents of the occurring monomials xaybzb via the weight rule
(7). For the the singularity types E12, E13 and E14 in [16] these data are

E12 : (3, 7, 21), E13 : (2, 5, 15), E14 : (3, 8, 24)

As noted in section 3 of [16], the following 19 monomials xaybzc ↔ (a, b, c) have
non-negative weight for E12, E13 and E14:

(0, 0, 5), (0, 2, 4), (0, 4, 3), (0, 6, 2), (0, 8, 1), (0, 10, 0),

(1, 3, 3), (1, 1, 4), (1, 5, 2), (1, 7, 1), (1, 9, 0), (2, 0, 4),

(2, 2, 3), (2, 4, 2), (2, 6, 1), (2, 8, 0), (3, 1, 3), (3, 3, 2), (4, 0, 3),

The monomial x3y5z ↔ (3, 5, 1) occurs in non-negative weight for both E12 and
E13. Finally, the monomial x3y7 ↔ (3, 7, 0) occurs in non-negative weight only
for E12. After multiplying each of the monomials in the previous list by z2 and
converting to the variables x0 = y, x1 = z and x2 = xz, the previous list becomes
xaybzc 7→ xb

0x
c+2−a
1 xa

2 ↔ (b, c+ 2− a, a):

(0, 7, 0), (2, 6, 0), (4, 5, 0), (6, 4, 0), (8, 3, 0), (10, 2, 0),

(3, 4, 1), (1, 5, 1), (5, 3, 1), (7, 2, 1), (9, 1, 1), (0, 4, 2),

(2, 3, 2), (4, 2, 2), (6, 1, 2), (8, 0, 2), (1, 2, 3), (3, 1, 3), (0, 1, 4)

The remaining E13 monomial x3y5z maps to x3y5z3 = x5
0x

3
2. The monomial x3y7,

which occurs only in E12, does not transform into a degree 14 monomial in x0, x1, x2

by this process.
Direct enumeration shows that there are 24 monomials of degree 14 in P[1, 2, 3].

Thus, there are 4 monomials missing from the list for E13: Since this highest power
of y which can appear in degree 10 in P[1, 1, 2] is 10, it follows that we miss the
monomials x14

0 , x12
0 x1 and x11

0 x2. We also miss the monomial x2
0x

4
2 = x4y2z4

since this comes by multiplying x4y2z2 by z2, and and x4y2z2 has weight ω =
(2)(2) + (2)(4)− 15 = −1.

In particular, since we don’t have the monomial x14
0 , a curve B = V (g) arising

from the E13 or E14 singularity will always pass through the point (x0 : x1 : x2) =
(1 : 0 : 0). Moreover, since we don’t have the monomials x12

0 x1 and x11
0 x2 it follows

that ∇g = 0 at (1 : 0 : 0).
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The J -locus.

Proposition A.4.1. The singular locus of the degree 14 surface V (f) ⊂ P[1, 2, 3, 7]
defined by the equation

(12) f = x2
0x

4
2 + x1x

4
2 + x5

0x
3
2 + x8

0x
2
2 + x7

1 + x10
0 x2

1 − x2
3

consists of an A1-singularity at the point [1 : 0 : 0 : 0] and the finite quotient
singularity at the point [0 : 0 : 1 : 0] which V (f) inherits from P[1, 2, 3, 7]. Moreover,
since the defining equation of this surface contains the term x2

0x
4
2, it is not contained

in the E13 or E14 locus. The associated smooth elliptic surface has fiber structure
2I0 + I2 + 22× I1.

Proof. Dividing by x14
0 and setting ζ = x1/x

2
0, ν = x2/x

3
0 and ω = x3/x

7
0 gives

ω2 = (1 + ζ)ν4 + ν3 + ν2 + ζ7 + ζ2

and thus one has an I2 fiber over (1 : 0).14

Taking the discriminant of the right hand side of the previous equation with
respect to ν gives

(ζ6 − ζ5 + ζ4 − ζ3 + ζ2)(256ζ18 + 1024ζ17 + 1536ζ16 + 1024ζ15 + 256ζ14

+ 512ζ13 + 2048ζ12 + 3072ζ11 + 1920ζ10 + 272ζ9 + 133ζ8 + 1013ζ7

+ 1536ζ6 + 896ζ5 + 16ζ4 − 123ζ3 + 5ζ2 + 28ζ + 12)

Factoring out ζ2 and taking the resultant of the remaining two polynomials of
degree 4 and 18 gives 999680. Thus, the discriminant has 22 simple roots and one
double root at ζ = 0. The existence of 2I0 fiber is the same as the generic surface
of type (14, [1, 2, 3, 7]). The fiber structure is therefore 2I0+I2+22×I1 as claimed.

The analysis of the singular locus for this surface is exactly the same as the
surface presented at the end of Appendix A. The only difference between the surface
considered here and the surface presented there is the term x2y3z2. The Jacobian
ideal contains the monomials z10 and w, and the condition to have singular point
at p is gx = 10x9y2 and gy = 2x10y + 7y6. Therefore (1 : 0 : 0 : 0) is the only
singular point of the surface. □

Transferring equation (12) back to P[1, 1, 2, 5] by dividing by z2 after setting
x0 = y, x1 = z, x2 = xz and x3 = zw yields the defining equation

w2 = f(x, y, z), f(x, y, z) = x4y2z2 + x4z3 + x3y5z + z5 + x2y8 + y10

In this case the branch curve V (f) has a singularity of type J [2, 2] at the the point
(1 : 0 : 0). This can be confirmed by the following sage code, which also shows that
this singularity has modality 1 and Milnor number µ = 12. (set x = 1 to work in
an affine chart)

r = singular.ring(0,’(y,z)’, ’ds’)

singular.lib(’classify.lib’)

h = singular.new(’y^2*z^2 + z^3 + y^5z + z^5 + y^8 + y^(10)’)

print(singular.eval(’classify({})’.format(h.name())))

Remark A.4.2. As shown above, J has dimension 17, which matches the dimension
formula 29− µ of the other modality 1 singularities considered above.

14The only monomials xa
0x

b
1x

c
2 which occur in J and survive evaluation at (x2

0 : x1) = (1 : 0)

are x4
2x

2
0, x

2
2x

8
0 and x3

2x
5
0, so the analysis presented here is the generic case.
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The case E13. A typical E13 branch curve is defined by the equation

f = z5 + y10 + x4z3 + x3y5z + x2y8

which becomes

(13) g = x7
1 + x2

1x
10
0 + x1x

4
2 + x3

2x
5
0 + x2

2x
8
0

To analyze the singularity at the point (x0 : x1 : x2) = (1 : 0 : 0), we divide by x14
0

and introduce the new variables ζ = x1/x
2
0 and ν = x2/x

3
0 to obtain

(14) ζ7 + ζ2 + ν4ζ + ν3 + ν2

The lowest order term here is ζ2 + ν2, which produces an A1 surface singularity
at (1 : 0 : 0 : 0). As shown at the end of Appendix A, this surface has no other
singularities.

To continue the analysis of the birational models of the E13 surfaces as degree
14 hypersurfaces in P[1, 2, 3, 7], we consider the fibration to P1 given by (x0 : x1 :
x2 : x3) 7→ (x2

0 : x1). By equation (14) the fiber over the point (x2
0 : x1) = (1 : ζ) is

given by ν4ζ + ν3 + ν2 + ζ7 + ζ2 = ω2 where ζ = x1/x
2
0, ν = x2/x

3
0 and ω = x3/x

7
0

in the affine chart x0 ̸= 0 of P[1, 2, 3, 7]. The fiber over ζ = 0, is the nodal cubic15

ω2 = ν2(ν + 1) whose singularity at the point (0, 0) in the (ν, ω)-plane coincides
with the A1-singularity at the point (1 : 0 : 0 : 0) on the surface. Resolving
this singularity, we obtain an I2-fiber. Just like the generic degree 14 surface in
P[1, 2, 3, 7], the fiber over (0 : 1) is of type 2I0. To finish the analysis of the fibers
of π, we calculate the discriminant D of the polynomial (14) with respect to ν:

D = ζ2(ζ5+1)(256ζ17+512ζ12−128ζ9+144ζ8+229ζ7−128ζ4+144ζ3−27ζ2+16ζ−4)

The discriminant of the degree 17 factor of D with respect to the variable ζ is an
81 digit integer. Thus, π also has 22 I1 fibers.

The case E14. The analysis of this case is similar. A typical E14 branch curve is
f = z5 + y10 + x4z3 + x2y8 which becomes

(15) g = x7
1 + x2

1x
10
0 + x1x

4
2 + x2

2x
8
0

Setting x0 = 1 and letting ζ = x1/x
2
0 and ν = x2/x

3
0 as above, this becomes

(16) ζ7 + ζ2 + ζν4 + ν2

so again we have an A1 surface singularity at (1 : 0 : 0 : 0).
To determine the elliptic fibration structure, we compute the discriminant D of

(17) ζ7 + ζ2 + ζν4 + ζν3 + ν2

which yields

ζ3(ζ5+1)(256ζ16+512ζ11−27ζ10+144ζ9−128ζ8+256ζ6−27ζ5+144ζ4−128ζ3−4ζ+16)

The discriminant of the degree 16 factor of D is a 77 digit integer, and hence this
factor has no multiple roots. The resultant of the degree 5 and 16 factors is 1049600.
We also retain the 2I0 fiber over (x2

0 : x1) = (0 : 1). Thus, the fibration structure of
this surface is 2I0+ I3+21× I1. Observe that for the generic E14-surface the affine
form of the fiber at ζ = 0 is ν2 −ω2 = 0 and so gives 2 smooth rational curves; the
A1-singularity contributes another rational component, confirming the I3-structure

15The only monomials xa
0x

b
1x

c
2 which occur in E13 and survive evaluation at (x2

0 : x1) = (1 : 0)

are x2
2x

8
0 and x3

2x
5
0, so the analysis presented here is the generic case.
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at ζ = 0 for the generic E14-surface. Thus, also the generic E14-surface has fiber
type 2I0 + I3 + 21× I1.

Remark A.4.3. Let S ⊂ P[1, 1, 2, 5] be the surface of type E12 defined by the

equation x4z3+x3y7−xy9+y10+z5−w2 = 0 and π : S̃ → P1 be the elliptic surface
obtained by resolving the indeterminacies of the map (x : y : z : w) 7→ (y2 : z).
Then, π−1(1 : λ) is λ3X4+X3−X+(1+λ5) = W 2, where X = x/y and W = w/y5.
The discriminant of the left hand side of this equation is a degree 24 polynomial
without multiple roots, and the fiber over (1 : 0) is an irreducible elliptic curve.

A.5. Code for Appendix C. The polynomial F of Equation 25 is defined as
follows.
WP.<x0,x1,x2,x3> = PolynomialRing(ZZ)

G = x0*x2^2 + x0^4*x2 + 3*x1^2*x2

G0 = -1

G3 = x0^6 + 2*x0^4*x1 + x0^2*x1^2 + 2*x1^3

G4 = 4*x0^6*x1+2*x0^4*x1^2 + x0^2*x1^3 + 4*x1^4

G6 = x0^12 + 3*x0^10*x1 + 3*x0^8*x1^2 + x0^4*x1^4 + 3*x0^2*x1^5 + x1^6

F = x1*x3^2 + G*x3 + G0*x2^4 + G3*x2^2 + G4*x0*x2 + G6

For practical reasons, we introduced here instead G = G1,2 · x2
1 +G2 · x0.

A.5.1. Checking quasi-smoothness. Next, we choose p ∈ {2, 3} and check if the
surface Xp over Fp is quasi-smooth. This is done by checking if the radical of
the ideal generated by F and its derivatives is equal to the irrelevant ideal. The
outcome of this check is ‘true’, which shows that the surface Xp is quasi-smooth.

p = 2 # (or p = 3)

Wp.<xp0,xp1,xp2,xp3> = PolynomialRing(GF(p))

f = F(xp0,xp1,xp2,xp3)

f0 = f.derivative(xp0)

f1 = f.derivative(xp1)

f2 = f.derivative(xp2)

f3 = f.derivative(xp3)

I = Ideal([f,f0,f1,f2,f3])

RI = I.radical()

RI == Ideal([xp0,xp1,xp2,xp3])

A.5.2. Checks for the arithmetic surface. Here we give the code that checks if the
arithmetic surface C is smooth. This is done on the two affine parts of the surface.
In both cases we check that the defining equation together with its derivatives
generate the whole ring. The outcome of these checks are ‘true’, which shows that
the surface is smooth.

CF = x1*F(x0,x1,x2,x3/x1)

R.<t,x,y> = PolynomialRing(GF(p))

CF1 = CF(1,t,x,y)

Ft1 = CF1.derivative(t)

Fx1 = CF1.derivative(x)

Fy1 = CF1.derivative(y)

I = Ideal([CF1,Ft1,Fx1,Fy1])

I == (1)

CF2 = x^4*CF(1,t,1/x,y/x^2)

Ft2 = CF2.derivative(t)

Fx2 = CF2.derivative(x)

Fy2 = CF2.derivative(y)

I = Ideal([CF2,Ft2,Fx2,Fy2])

I == (1)
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A.5.3. Calculating the discriminant. In the next part of the code, we calculate the
discriminant of the defining polynomial F ′ of the arithmetic surface C. To calculate
this discriminant, we first calculate it over Z[t], which is named pDisc in the code.
The outcome of this part of code gives the factorization of this polynomial modulo
p, which is the polynomial ∆p given in Lemma C.3.6.

Fd.<tt> = FunctionField(QQ)

Rd.<xd> = PolynomialRing(Fd)

fd = F(1,Fd.0,Rd.0,0)*Rd.0

hd = G(1,Fd.0,Rd.0,0)

pDisc = 4^(-4)*discriminant(hd^2-4*fd)

R.<t> = PolynomialRing(GF(p))

Disc = R(pDisc.numerator())

Disc.factor()

A.5.4. Counting the points. The following part of the code counts the points on
the surface X ′

p following the method described in the proof of Proposition C.3.10.
For 1 ≤ n ≤ 9, we count the Fpn -points of X ′

p at once and save the number we find
in the list with the name Count. Note that the polynomial Ft is used to define the
curves Ca.

Count = []

for i in range(1, 10):

q = p^i

Fq = GF(q)

A2 = AffineSpace(2, Fq)

R.<t> = PolynomialRing(Fq)

# count points above (0:1)

f = -F(0,1,R.0,0)

h = G(0,1,R.0,0)

C = HyperellipticCurve(f,h)

count = C.cardinality()

# count points above (1:a)

for a in Fq:

if Disc(a) == 0:

g = t^2+t-a

r = Set(g.roots()).cardinality()

f = CF(1,a,A2.0,A2.1)

C = Curve(f,A2)

count = count + C.count_points(1)[0] + r

else:

f = -F(1,a,R.0,0)*a

h = G(1,a,R.0,0)

C = HyperellipticCurve(f,h)

count = count + C.cardinality()

Count.append(count)

# print total number of Fq-points for q=p^i with 0<i<10:

Count

Remark A.5.1. The code for counting the points takes a lot of time when p = 3
(roughly 18 hours on Mac OS with Apple M1 processor and 8GB RAM). For finding
the surfaces, we used other software, namely Magma (see [7]). This software is
faster and made it easier to search through many surfaces over F2 and F3 respec-
tively, to find those that satisfied the required conditions.

A.5.5. Computing the characteristic polynomial. The last part of code is used for
the proof of Proposition C.3.12. First, we compute the coefficients ci.
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# Calculate the values of the trace

Tr = []

for i in range(1, 10):

Tr.append((Count[i-i] - 1 - p^(2*i)-3*p^i)/(p^i))

# Calculate the values of the coefficients

coef = [1,-Tr[0]]

for i in range(1, 9):

sum = 0

for j in range(1,i+1):

sum = sum + Tr[i-j]*coef[j]

coef.append(-(Tr[i]+sum)/(i+1))

# Print the coefficients; N.b. first value is c0, not c1:

coef

In the next part of the code, we define both possible polynomials using the
functional equation.

R.<t>=PolynomialRing(QQ)

# Defining polynomial with positive sign of func eq

coefp = [0] * 20

for i in range (0,10):

coefp[i] = coef[i]

coefp[19-i] = coef[i]

wp = R(coefp)

# Defining polynomial with negative sign of func eq

coefn = [0] * 20

for i in range (0,10):

coefn[i] = -coef[i]

coefn[19-i] = coef[i]

wn = R(coefn)

To exclude the polynomial where the sign is positive, we can print the absolute
values of the roots by using the following line of code.

for root, _ in wp.roots(CC): print(abs(root))

The outcome will give a list of absolute values of the roots, of which four are not
equal to 1. As a sanity check, by using the same line of code with wn instead of wp,
we can see that all the roots indeed have absolute value 1.

Lastly, we factored the polynomial by using the function wn.factor(). This
gives us a factor t − 1 and the other factor is the irreducible polynomials hp of
degree 18, which is given in Proposition C.3.12.

A.5.6. A similar case for degree 14. Here we give the code from which one can de-
duce that for a general choice of a quasi-smooth surfaceX of degree 14 in Pk(1, 2, 3, 7),
a minimal desingularization X ′ has Picard rank 2. In the below code quasi-
smoothness is omitted, but it can be checked with the exact same code as in §A.5.1.
Also the verification that the model we use is correct, is omitted. We highlight the
differences in the code with the degree 12 case.

# Defining polynomial

WP.<x0,x1,x2,x3> = PolynomialRing(ZZ)

G = x0*x2^2 + x0^4*x2 + x1^2*x2

G2 = x0^2*x1

G5 = x0^8*x1 + x0^2*x1^4 + x1^5

G7 = x0^14 + x0^12*x1 + x0^10*x1^2 + x0^6*x1^4 + x0^2*x1^6 + x1^7

F = x1*x2^4 + x3^2 + G*x3 + G2*x0*x2^3 + G5*x0*x2 + G7

# Calculating the discriminant

p = 2

Fd.<tt> = FunctionField(QQ)
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Rd.<xd> = PolynomialRing(Fd)

fd = F(1,Fd.0,Rd.0,0)

hd = G(1,Fd.0,Rd.0,0)

pDisc = 4^(-4)*discriminant(hd^2-4*fd)

R.<t> = PolynomialRing(GF(p))

Disc = R(pDisc.numerator())

# Counting the points

Count = []

for i in range(1, 11):

# Note that we now count one more extension,

# also the code below is adjusted accordingly.

q = p^i

Fq = GF(q)

A2 = AffineSpace(2, Fq)

R.<t> = PolynomialRing(Fq)

f = -F(0,1,R.0,0)

h = G(0,1,R.0,0)

C = HyperellipticCurve(f,h)

count = C.cardinality()

for a in Fq:

if Disc(a) == 0:

g = t^2+t+a #sign change, although not necessary

r = Set(g.roots()).cardinality()

f = F(1,a,A2.0,A2.1) #changed defining polynomial

C = Curve(f,A2)

count = count + C.count_points(1)[0] + r

else:

f = -F(1,a,R.0,0) #changed defining polynomial

h = G(1,a,R.0,0)

C = HyperellipticCurve(f,h)

count = count + C.cardinality()

Count.append(count)

# Calculating the traces

Tr = []

for i in range(1, 11):

Tr.append((Count[i-1] - 1 - p^(2*i)-2*p^i)/(p^i))

# Note the slight change in the formula for the trace,

# because we now know that there is a 2-dim subspace

# on which Frobenius is acting trivial and not 3-dim.

# Calculating the coefficients

coef = [1,-Tr[0]]

for i in range(1, 10):

sum = 0

for j in range(1,i+1):

sum = sum + Tr[i-j]*coef[j]

coef.append(-(Tr[i]+sum)/(i+1))

coef[10]

# Because the coefficient c10 is non-zero,

# the functional equation gives us that the

# other coefficients are positive as well.

# Calculating the characteristic polynomial of Frobenius

R.<t>=PolynomialRing(QQ)

for i in range (0,10):

coef.append(coef[9-i])

wp = R(coef)

wp.factor()
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The outcome of the code gives us a irreducible polynomial h with

h := 1
2 (2t

20 − 2t18 + t16 − t14 + t13 + t12 − t11 − t10 − t9 + t8 + t7 − t6 + t4 − 2t2 +2),

which has no roots of unity as zeros. We deduce that the characteristic polynomial
of Frobenius acting on H2

ét((X
′
2)F2

,Qℓ(1)) equals (t − 1)2 · h. We conclude that
for any minimal desingularization of a quasi-smooth surface X of degree 14 in
PQ(1, 2, 3, 7), for which the reduction at the prime 2 is isomorphic to X2, we have
ρ(X ′) = ρ(X ′

Q) = 2.

Appendix B. Normal forms: proofs

We give indications of the proof of Proposition 2.1.1 concerning normal forms of
quasi-smooth hypersurfaces (F = 0) in P(1, 2, a, b) of degree d = a + b + 4. Note
that in case (a, b) = (3, 7) and (a, b) = (7, 11) one has d = 2c which means that the
surface is a double cover of P(1, 2, a) branched in a degree d quasi-smooth curve C.
It then suffices to write a normal form for the polynomial FC defining C and then
F = FC − x2

3. This deals with 2 cases:

Lemma B.0.1. (1) If (a, b) = (3, 7) then, via the automorphism group of P(1, 2, 3),
the polynomial FC can be put in the form

(18) FC = x1x
4
2 +G0x

5
0x

3
2 +G4(x

2
0, x1)x

2
2 + x0G5(x

2
0, x1)x2 +G7(x

2
0, x1)

where Gj is an ordinary polynomial of degree j in two variables. The subgroup of
AutP(1, 2, 3) preserving a normal form of the type (18) consists of transformations
of the form xj 7→ cjxj with cj ∈ C∗ and c42c1 = 1.
(2) If (a, b) = (7, 11) then, provided the coefficient of x4

1x
2
2 is non-zero, via the

automorphism group of P[1, 2, 7], the polynomial FC can be put in the form

(19) FC = x0x
3
2 +G0x

4
1x

2
2 + x0G7(x

2
0, x1)x2 +G11(x

2
0, x1), G0 ̸= 0,

where Gj is an ordinary polynomial of degree j in two variables, and the coefficient
of x22

0 in G11(x
2
0, x1) is zero. The subgroup of AutP(1, 2, 7) preserving a normal

form of the type (19) consists of transformations of the form xj 7→ cjxj with cj ∈ C∗

and c0c
2
3 = 1.

In both cases the stabilizer of FC is generically the identity.

Proof. (1). Since 3 is not a divisor of 14, every degree 14 curve in P(1, 2, 3) will
pass through the singular point [0, 0, 1] of P(1, 2, 3). Thus, to be quasi-smooth
the coefficient of x4

2x1 in FC has to be non-zero, otherwise ∇FC = 0 at [0, 0, 1].
Accordingly, we can write FC = x4

2P2 + x3
2P5 + x2

2P8 + x2P11 + P14, where Pj =
Pj(x0, x1) is homogeneous of weighted degree j and P2(x0, x1) = α1x1 +α2x

2
0 with

α1 ̸= 0.
The automorphism group of P(1, 2, 3) consists of invertible transformations of

the form

(20) [x0, x1, x2] 7→ [a0x0, a1x1 + a2x
2
0, a3x2 + a4x0x1 + a5x

3
0]

In particular, via the transformation [x0, x1, x2] 7→ [x0, P2(x0, x1), x2] we can reduce
the defining equation of C to the form:

(21) x4
2x1 + x3

2P5 + x2
2P8 + x2P11 + P14
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Next, we observe that P5(x0, x1) = x0(b0x
2
1+ b1x1x

2
0+ b2x

4
0) = x1(b0x1x0+ b1x

3
0)+

b2x
5
0. Therefore, setting G0 = b2 and using the transformation

[x0, x1, x2] 7→ [x0, x1, x2 −
1

4
(b0x1x0 − b1x

3
0)]

we can reduce the defining of C to the form

(22) x4
2x1 +G0x

3
2x

5
0 + x2

2P8 + x2P11 + P14

To obtain the normal form (18), we now observe that since x0 has degree 1 while
x2 has degree 2, we can write P8 = G4(x

2
0, x1), P11 = x0G5(x

2
0, x1) and P14 =

G7(x
2
0, x1) where now the Gj are ordinary polynomials of degree j.

To finish the proof of (1), we note that the given set of automorphisms clearly
act on the normal form (18). On the other hand, to obtain the reduction (21)
we must use a combination of transformations of the form x1 7→ a1x1 + a2x

2
0 and

x2 7→ a3x2. This fixes a2 and the product a1a3. Likewise, the reduction (22) fixes
the coefficients a4 and a5.
(2) This is a bit more involved. As in case (1) we write FC = x3

2x0+x2
2P8+x2P15+

P22 where Pj = Pj(x0, x1) is weighted homogeneous of degree j and rewrite this
equation as FC = x3

2x0 + x2
2G4(x

2
0, x1) + x2x0G7(x

2
0, x1) + G11(x

2
0, x1) in terms

of ordinary degree j polynomials Gj in x2
0 and x1. Since the coefficient b4 in

G4(x
2
0, x1) = b0x

8
0 + b1x

6
0x1 + b2x

4
0x

2
1 + b3x

2
0x

3
1 + b4x

4
1 is non-zero, using using an

automorphism of P(1, 2, 7) of the form x1 7→ x1 + βx2
0, we may assume that the

coefficient of x8
0 equals 3λ, where λ3 is the coefficient of x22

0 . In this way, we obtain

FC = x3
2x0 + x2

2(3λx
8
0 + x2

0x1q2(x
2
0, x1) +G0x

4
1) + x2x0q7(x

2
0, x1) +G11(x

2
0, x1),

where G0 = b4. Next, we consider the automorphism

x2 7→ x2 − x0x1G2(x
2
0, x1)/3− λx7

0.

Then, x0x
3
2 transforms into x0x

3
2 − x2

2

(
3λx8

0 + x2
0x1q2(x

2
0, x1)

)
+ x2(· · · )− λ3x22

0 +
x1(· · · ) and FC becomes

FC = x0x
3
2 +G0x

4
1x

2
2 + x0x2G7(x

2
0, x1) +G11(x

2
0, x1),

where now the coefficient of x22
0 is zero.

Finally, the given transformations preserve the normal form, and unipotent mix-
ing of the variables destroys the given normal form.

The last assertion follows by considering the relations imposed on the coefficients
of FC if (c0, c1, c2) ∈ (C×)3 fixes each of them. □

It is clear that the statement of Lemma B.0.1 implies Proposition 2.1.1, parts
(a) and (d).

Now we consider the two cases which are not double covers. The next lemma
implies Proposition 2.1.1, parts (b) and (c).

Lemma B.0.2. (1) In case (a, b) = (3, 5) via the automorphism group of P(1, 2, 3, 5),
the defining equation of F can be put in the form

F = x1x
2
3 + x0G2(x

3
0, x2)x3 +G0x

4
2+

G3(x
2
0, x1)x

2
2 +G4(x

2
0, x1)x0x2 +G6(x

2
0, x1), G0 ̸= 0,(23)

where Gj is an ordinary polynomial of degree j in two variables. The subgroup of
AutP(1, 2, 3, 5) preserving a normal form of the type (23) consists of transforma-
tions of the form xj 7→ cjxj for cj ∈ C∗4 with c1c

2
3 = 1.



A CLASS OF ELLIPTIC SURFACES IN WEIGHTED PROJECTIVE SPACE 45

(2) In case (a, b) = (5, 7) via the automorphism group of P(1, 2, 5, 7), the defining
equation of F can be put in the form

(24) F = x1x
2
3+x2

0G1(x
5
0, x2)x3+r0x0x

3
2+G0x

3
1x

2
2+x0x2G5(x

2
0, x1)+G8(x

2
0, x1),

where Gj is an ordinary polynomial of degree j in two variables and r0 is a non-zero
constant. The subgroup of AutP(1, 2, 5, 7) acting on the normal form (24) consists
of transformations of the form xj 7→ cjxj for cj ∈ C∗ with c1c

2
3 = 1.

In both cases the stabilizer of F is generically the identity.

Proof. (1) The surface X will pass through the singular point [0, 0, 0, 1] and so
the monomial x2

3x1 must therefore appear with non-zero coefficient in f , otherwise
∇F = 0 at [0, 0, 0, 1]. We can therefore write F = x2

3p2(x1, x0)+x3P7(x0, x1, x2)+
P12(x0, x1, x2), where P2(x1, x0) = α1x1 + α2x

2
0 with α1 ̸= 0. Therefore, using the

transformation x1 7→ α1x1 + α2x
2
0 we can reduce the defining equation of X to

F = x1x
2
3 + x3P7(x0, x1, x2) + P12(x0, x1, x2)

(of course, this changes P7 and P12 as well).
We next simplify P12. Note that if the coefficient of x4

2 is zero, X passes through
the singular point [0, 0, 1, 0] of P[1, 2, 3, 5] and ∇F = 0 at [0, 0, 1, 0] which vio-
lates the assumption that X be quasi-smooth. Thus we can write P12 = q0x

4
2 +

b3(x0, x1)x
3
2 + b6(x0, x1)x

2
2 + b9(x0, x1)x2 + b12(x0, x1) which can be rewritten as

P12 = G0x
4
2 +G1(x

2
0, x1)x0x

3
2 +G3(x

2
0, x1)x

2
2 +G4(x

2
0, x1)x0x2 +G6(x

2
0, x1) where

each Gj is an ordinary polynomials of degree j. Finally, using the transformation
x2 7→ x2 − x0G1(x

2
0, x1)/4G0 we can obtain the simplified form

P12 = G0x
4
2 +G3(x

2
0, x1)x

2
2 +G4(x

2
0, x1)x0x2 +G6(x

2
0, x1),

possibly changing G3, G4 and G6.
The previous transformation of x2 will also have changed P7 which we sub-

sequently simplify as follows. Using a transformation of the form x3 7→ x3 +
P5(x0, x1, x2) we can remove all of the monomials from P7 which are divisible by
x1, i.e. P7 becomes

P7 = x0P6(x0, x2), degP6 = 6,

since x2 has degree 3. This finally brings F in the desired form.
(2) Using that the surface X passes through the point [0, 0, 0, 1] we deduce that F
must contain the monomial x2

3x1 so that the defining equation has the form

F = x2
3P2(x0, x1) + x3P9(x0, x1, x2) + P16(x0, x1, x2),

where P2(x0, x1) = α0x
2
0 + α1x1 with α1 ̸= 0. Therefore, using the transformation

x1 7→ α0x
2
0 + α1x1 we can assume that

P2(x0, x1) = x1.

Next, we use a transformation of the form x3 7→ x3 +P7(x0, x1, x2) to eliminate all
of the terms of P9(x0, x1, x2) which are divisible by x1 so that

P9 = P9(x0, x2) = x4
0G1(x

5
0, x2),

with G1 an ordinary polynomial of degree 1 in two variables. Note that have
potentially changed P12 which now will be written as

P12 = G12(x0, x1, x2).

Finally, we consider P16(x0, x1, x2) which must contain x3
2x0 to avoid creating a sin-

gularity at [0, 0, 1, 0]. Thus, we can write P16(x0, x1, x2) = r0x
3
2x0 +x2

2P6(x0, x1)+
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x2P11(x0, x1) + R16(x0, x1) which can rewritten as P16(x0, x1, x2) = r0x0x
3
2 +

x2
2G3(x

2
0, x1)+x0x2G5(x

2
0, x1)+G8(x

2
0, x1), where Gj is an ordinary polynomial of

degree j and r0 is a constant. Using the transformation x2 7→ x2−x0q2(x
2
0, x1)/(3r0)

we can remove all of the terms of x2
2G3(x0, x2) which are divisible by x2

0, i.e. all
terms except x3

1x
2
2. In other words,

P16(x0, x1, x2) = r0x0x
3
2 +G0x

3
1x

2
2 + x0x2G5(x

2
0, x1) +G8(x

2
0, x1)

which brings F in the required shape. The group of substitutions which preserve
this form is given by xj 7→ ajxj for aj ∈ C∗, where a1a

2
3 = 1 to keep the coefficient

of x2
3x1 equal to 1.

The last assertion follows by considering the relations imposed on the coefficients
of FC if (c0, c1, c2, c3) ∈ (C×)4 fixes each of them. □

Appendix C. The Picard number of generic class (b) members.
By Wim Nijgh
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the opportunity to work on this problem and the interesting conversations we had on this
topic.

Let k be an arbitrary field and let k be an algebraic closure of k. For any variety Y

over k, we let Yk denote its base change to k. Furthermore, if Y is projective, we denote

by NS(Y ) the Neron-Severi group of Y and by NS(Y )tor its torsion subgroup. We denote

by ρ(Y ) the Picard number of Y , which is the rank of NS(Y ).

C.1. Overview. In the weighted projective space Pk(1, 2, 3, 5) with coordinates
x0, x1, x2, x3, we look at the family of quasi-smooth surfaces of degree 12. After
some linear transformation, such a surface is given by an equation F = 0 where

F = x1x
2
3 +G′

0x0x
3
1x3 +G1,1(x

3
0, x2)x

2
0x1x3 +G1,2(x

3
0, x2)x

2
1x3 +G2(x

3
0, x2)x0x3

+G0x
4
2 +G1,3(x

2
0, x1)x0x

3
2 +G3(x

2
0, x1)x

2
2 +G4(x

2
0, x1)x0x2 +G6(x

2
0, x1),

(25)

such that G0, G
′
0 ∈ k, each G1,i is homogeneous of degree 1 and each Gi is homo-

geneous of degree i. If char(k) ̸= 2, one can assume that

G′
0 = G1,1 = G1,2 = G1,3 = 0

after some linear transformation and obtain the family described in Proposition
2.1.1(b).

Now let Y be a quasi-smooth surface of degree 12 in Pk(1, 2, 3, 5). Note the
only singular points in Pk(1, 2, 3, 5) are the points (0 : 1 : 0 : 0), (0 : 0 : 1 : 0)
and (0 : 0 : 0 : 1). From equation 25, we observe that the point (0 : 0 : 0 : 1) is
always contained in the surface Y . If the coefficient of the monomial x6

1 in G6 is
non-zero, then (0 : 1 : 0 : 0) is not on the surface Y , and if G0 ̸= 0, then (0 : 0 : 1 : 0)
is not on Y .

From now on we assume that we are in the general case where indeed the points
(0 : 1 : 0 : 0) and (0 : 0 : 1 : 0) are not on Y . Let Y ′ be a minimal desingularization
of Y . The following lemma shows that we can obtain Y ′ from a blowup in the point
(0 : 0 : 0 : 1).

Lemma C.1.1. Suppose that char(k) ̸= 5 and let Y be as above. Then the blowup
of Y in (0 : 0 : 0 : 1) gives a minimal desingularization of Y . The exceptional locus
contains two rational curves, i.e., each curve is isomorphic to P1, which are both
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defined over k. The self-intersection number of these curves equal −2 and −3 and
they intersect each other transversally in one point.

Proof. We can generalize the proof of Proposition 3.1.1(b) to deduce that the
point (0 : 0 : 0 : 1) is a quotient singularity of type 1

5 (1, 3). The procedure of
resolving this singularity generalizes to fields k with char(k) ̸= 5, see [18, Proposi-
tion 2.5], and the desired results all follow. □

From this observation, we deduce the following result.

Corollary C.1.2. Let Y ′ be a minimal desingularization of a quasi-smooth surface
of degree 12 in Pk(1, 2, 3, 5). Then we have ρ(Y ′) ≥ 3.

Proof. The strict transform of the hyperplane section given by the equation x0 = 0
and the two curves obtained from the blow-up are linear independent from each
other in NS(Y ′) and are all non-torsion, cf. Corollary 3.3.3(b). □

These notes aim to prove that for a field of characteristic 0, and for a general
enough choice, the geometric Picard number ρ(Y ′

k
), and hence also the Picard

number ρ(Y ′), equals 3. We will do this by showing that it holds for the surface of
Definition C.1.4.

Definition C.1.3. We define F ∈ Z[x0, x1, x2, x3] to be the polynomial given as
in equation (25), with

G′
0 = G1,1 = G1,3 = 0, G1,2(x

3
0, x2) = 3x2;

G2(x
3
0, x2) = x2

2 + x3
0x2, G0 = −1;

G3(x
2
0, x1) = x6

0 + 2x4
0x1 + x2

0x
2
1 + 2x3

1;

G4(x
2
0, x1) = 4x6

0x1 + 2x4
0x

2
1 + x2

0x
3
1 + 4x4

1;

G6(x
2
0, x1) = x12

0 + 3x10
0 x1 + 3x8

0x
2
1 + x4

0x
4
1 + 3x2

0x
5
1 + x6

1.

Definition C.1.4. We define X to be the degree 12 surface in PQ(1, 2, 3, 5) given
by F = 0. We define X ′ over Q as the surface obtained by the blowup of X in the
point (0 : 0 : 0 : 1).

Theorem C.1.5. The surface X ′ is smooth and ρ(X ′) = ρ(X ′
Q) = 3.

The proof of Theorem C.1.5 can be found in §C.4. The proof uses a similar
method as described in the proof of [30, Theorem 3.1] and in [23, Section 4]. We
will look at good reductions of this surface over F2 and over F3, denoted X ′

2 and X ′
3,

respectively, and show that (i) ρ((X ′
2)F2

), ρ((X ′
3)F3

) ≤ 4 and (ii) the discriminants

of the geometric Neron-Severi lattices of X ′
2 and X ′

3 do not differ by a square factor.
We will see that this implies that ρ(X ′

Q) is at most 3.

To calculate the discriminants (up to a square factor) of these Neron-Severi
lattices, we will use the Artin-Tate formula. This, together with a result about
finding upper bounds for the Picard number, will be discussed in §C.2.

Next, we will define the surfaces of good reduction and determine the character-
istic polynomial of Frobenius acting on some cohomology group. This characteristic
polynomial will give the upper bound for the Picard number, and together with the
Artin-Tate formula, it will give the necessary information we need in order to prove
Theorem C.1.5. This work will be done in §C.3.

Some of the proofs in §C.3 are based on computations which are done in Sage-
Math. The code which is used can be found in §A.5.
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C.2. The Neron-Severi group for varieties over finite fields. In this section,
we recall some known results for the Neron-Severi group for varieties over finite
fields. These results will be used in the proof of Theorem C.1.5 and some of the
intermediate results in §C.3.

Assume that k is a finite field. Set p := char(k) and q := #k. Let Y denote any
projective, smooth and geometrically connected surface over k. Define

α(Y ) := χ(Y,OY )− 1 + dim(PicY/k).

Let ℓ ̸= p be any other prime. The absolute Galois group of k, which we will de-
note by Gal(k/k) and which is generated by Frobenius, acts on the geometric Neron-
Severi group NS(Yk) as well as on the second cohomology group H2

ét(Yk,Qℓ(1)). We

let Frobq denote the linear map induced by Frobenius on H2
ét(Yk,Qℓ(1)) and let φ

denote the characteristic polynomial of Frobq.

Proposition C.2.1. There is an inclusion

NS(Yk)⊗Qℓ(1) ↪→ H2
ét(Yk,Qℓ(1))

of finite-dimensional vector spaces that respects the Galois action.

Proof. See [29, Proposition 6.2] □

Corollary C.2.2. Identify NS(Y ) as a subset of NS(Yk). Then the following holds.

(i) Under the embedding of Proposition C.2.1, we have the equality

NS(Y )⊗Qℓ(1) = NS(Yk)⊗Qℓ(1) ∩H2
ét(Yk,Qℓ(1))

Gal(k/k).

(ii) If r denotes the multiplicity of the eigenvalue 1 of Frobp, then for the Picard
number of Y , we have ρ(Y ) ≤ r.

(iii) The number of eigenvalues, counted with multiplicity, of Frobp which are a
root of unity, is an upper bound for ρ(Yk).

(iv) The Tate conjecture holds for Y if and only if the upper bounds in (ii)
and (iii) are exactly the Picard numbers of the surfaces Y and Yk, respec-
tively. □

Remark C.2.3. For the surfaces we study, we have dimH2
ét(Yk,Qℓ(1)) = 22, see

Proposition 3.1.1(b). In particular, because 22 is even, we have as a corollary of
the Weil conjectures, that in our case the upper bounds given in Corollary C.2.2
will be even.

Remark C.2.3 is the reason that we compare the reduction at two different primes
in the proof of Theorem C.1.5. We use the following result to make this comparison.

Lemma C.2.4 (Artin-Tate formula). Suppose the Tate conjecture holds for Y .
Then the group Br(Y ) is finite, and

lim
t→1

φ(t)

(t− 1)ρ(Y )
=

#Br(Y ) · disc(NS(Y )/NS(Y )tor)

qα(Y )(#NS(Y )tor)2
.

Proof. See [45, Theorem 5.2]. □

Corollary C.2.5. Suppose the Tate conjecture holds for Y . Then the discriminant
of the Neron-Severi lattice NS(Y )/NS(Y )tor is up to a square factor equal to

qα(Y ) · lim
t→1

φ(t)

(t− 1)ρ(Y )
.
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Proof. If the Brauer group is finite, its order #Br(Y ) is a square (see [27] and
its corrigendum [28]). With this observation, the result follows directly from
Lemma C.2.4. □

C.3. Good reductions at the primes 2 and 3. In this section, fix p ∈ {2, 3}.
We will define two surfaces over Fp, which will be good reductions for the surfacesX
and X ′ of Definition C.1.4, respectively.

Definition C.3.1. We define the surface Xp over Fp as the degree 12 surface
in PFp

(1, 2, 3, 5) given by F = 0, where F from Definition C.1.3 is seen as a poly-
nomial with coefficients in Fp. We also define the surface X ′

p to be the blowup of
Xp in the point (0 : 0 : 0 : 1).

Lemma C.3.2. The surface Xp is quasi-smooth and the surface X ′
p is smooth.

Proof. A direct verification, done in SageMath (see §A.5.1), shows that Xp is
quasi-smooth. Because (0 : 0 : 0 : 1) is the only singular point on Xp, it follows
from Lemma C.1.1 that X ′

p is smooth. □

Our next aim is to count the number of points on the surface X ′
p, which will be

used in the proof of Proposition C.3.12 to determine the characteristic polynomial
of Frobenius. To do this, we will use an elliptic fibration on the surface X ′

p (see
§ 3.2 for this notion) whose fibers do not contain a −1-curve.

The elliptic fibration we will use, is the morphism that is induced by the rational
map τ : Xp 99K P1 defined by (x0 : x1 : x2 : x3) 7→ (x2

0 : x1). The following lemma
shows that the map τ extends to a minimal elliptic fibration τ ′ : X ′

p → P1.

Lemma C.3.3. The map τ : Xp 99K P1 extends to a minimal elliptic fibration
τ ′ : X ′

p → P1 and for the curves in the exceptional locus, we have that the −2-curve
is in the fiber above the point (1 : 0) and that the −3-curve is a double section for
this fibration.

Proof. We can apply the proof of Proposition 3.3.1(b) to the surfaces Xp and X ′
p.
□

Next, we define an arithmetic surface C→ SpecFp[t]. We refer the reader to [41,
Section IV.4f] for the definition and standard results on arithmetic surfaces.

Definition C.3.4. The polynomial F from Eqn.(25) defines the arithmetic surface

C⊂ SpecFp[t]× P(1, 2, 1)
as the zero set of F ′ = tz4 · F (1, t, x/z, y/tz2), F ′ ∈ Fp[t][x, y, z].

Using the birational map C 99K Xp given by (t, (x : y : z)) 7→ (1 : t : x/z : y/tz2)
(and with inverse given by (x0 : x1 : x2 : x3) 7→ (x1/x

2
0, (x0x2 : x0x1x3 : x4

0)))
induces an isomorphism

C\ {tz = 0} ∼−→ Xp \ ({x0 = 0} ∪ {x1 = 0}).
With E ⊂ X ′

p the exceptional locus of X ′
p → Xp and O := (0 : 0 : 0 : 1), we have

X ′
p \ E

∼−→ Xp \ {O}.
Next, setting t = x1/x

2
0, we can identify SpecFp[t] ⊂ P1 as a subscheme. This

identification makes U := X ′
p \ τ ′

−1
(0 : 1) an arithmetic surface over Fp[t]. Com-

bined with the above observations, we get an embedding C \ {tz = 0} ↪→ U of
SpecFp[t]-schemes. The next lemma shows that this extends to an isomorphism.
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Lemma C.3.5. The embedding C \ {tz = 0} ↪→ U above, extends to an isomor-

phism C
∼−→ U as SpecFp[t]-schemes.

Proof. Note that because τ ′ is a minimal elliptic fibration, it follows that U is a min-
imal proper regular model for its generic fiber as defined in [41, Theorem IV.4.5b].
We will show that C is a minimal proper regular model as well and then the result
will follow from [41, Theorem IV.4.5b].

To show this, we first note that this surface is projective over SpecFp[t], and
hence proper over SpecFp[t]. To check that it is smooth, we note that for each

a ∈ Fp, the point (a, (0 : 1 : 0)) does not lie on C. It follows that every point of this
surface lies on the affine where x does not vanish or where z does not vanish. Now
using SageMath, see §A.5.2, we can check that C is smooth over Fp by checking
both affines. It follows that C is regular. So it remains to show that this surface C

is minimal.
Recall that there is an embedding C\ {tz = 0} ↪→ U . Because the fibration on

U is minimal, we deduce that the only possible exceptional curves in the fibers of
C → SpecFp[t] can be found at z = 0 or in the fiber t = 0. Note that for every
fiber t = a, it is easy to see that C∩ {t = a, z = 0} is 0-dimensional, cf. the proof
of Lemma C.3.9, from which we deduce that every fiber above t = a ̸= 0 cannot
contain an exceptional curve.

The fiber above t = 0 is given by the equation y(y+x2+xz) = 0 and so it consists
of two rational curves E1 and E2 which intersect each other in two points, i.e., as
a divisor, the fiber is given by E1 +E2. Because the intersection number of a fiber
with every fibral divisor is zero, see [41, Proposition IV.7.3(b) and Remark IV.7.6],
it follows that Ei · (E1 +E2) = 0, i = 1, 2. Hence E2

1 = E2
2 = −E1 ·E2 = −2. This

shows that there are no fibral exceptional curves on C and we conclude from [41,
Remark IV.7.5.1] that C is minimal. □

One of the tools we will make use of, is the discriminant related to this arith-
metic surface C. For a definition of the discriminant of a weighted homogeneous
polynomial, we refer the reader to [47, §1.1].

Lemma C.3.6. Define ∆p := discF ′. Then we have

∆2(t) = t2(t10 + t9 + t8 + t7 + t2 + t+ 1)(t12 + t8 + t5 + t4 + t3 + t+ 1);

∆3(t) = 2t2(t+ 2)(t9 + 2t8 + 2t7 + 2t6 + t5 + 2t4 + t2 + t+ 2) ·
(t12 + 2t10 + t8 + t7 + 2t6 + t5 + t2 + 2),

where the terms in between brackets are irreducible.

Proof. Recall that the equation of C is of the form y2 + ht(x, z)y + ft(x, z), where

ft(x, z) = F ′(t, (x, 0, z));

ht(x, z) = z2(G1,2(1, x/z)t
2 +G2(1, x/z)).

The formula for the discriminant of such a polynomial is given in [47, Example 3.5]
combined with [46, Lemma 3.3]. From this formula, we deduce that the discriminant
∆ of F ′ over Z[t] can be given by

∆ = 4−4 · disc(ht(x, z)
2 − 4ft(x, z)) ∈ Z[t],

where disc denotes the discriminant of a polynomial of degree 4, see [17, Chap-
ter 12.1.B (1.35)].
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Using SageMath, see §A.5.3, we use the above formula to calculate this poly-
nomial ∆. Then we factor its reduction mod p to obtain the above expressions. □

We will use the discriminant ∆p of Lemma C.3.6 to deduce the type of fibers of
the fibration τ ′ : X ′

p → P1.

Lemma C.3.7. Let τ ′ : X ′
p → P1 be the elliptic fibration as above. Then the fiber

above P ∈ P1(Fp) is singular if and only if P = (1 : t0) with t0 a zero of ∆p.
Moreover, if it is a singular fiber, then it is of type I2 if P = (1 : 0) and it is of
type I1 otherwise.

Proof. Let t0 be a zero of ∆p. Recall from Lemma C.3.5 that the fiber above (1 : t0)
of τ ′ is isomorphic to the above fiber t0 of the arithmetic surface C→ SpecFp[t].
We can use Tate’s algorithm (see [41, Section IV.8 and IV.9]) to determine the type
of fiber above t0 on the arithmetic surface C as follows.

First, we choose some separable extension of Fp(t) which is unramified at t0 and
such that the base change of C to this field, gives an arithmetic surface C′ which has
a section. We can then put the defining equation of C′ in Weierstrass form to apply
the algorithm. Now choose t′0 such that the fiber above t′0 on C′ gets mapped to the
fiber above t0 on C. Because the extension is unramified above t0, the base change
is regular and minimal around t′0 and so the fiber above t′0 on C′ is isomorphic to
the fiber above t0 on C are isomorphic over some separable extension, and hence
the fiber types are the same. By the defining property of the discriminant, see [47,
Theorem 1.2], the valuation of the discriminant of the Weierstrass form at t′0 will
exactly equal the valuation of the polynomial ∆p at t0. From this we deduce that
we can use the valuation of ∆p at t0 to deduce the type of fiber above t0.

Note that ∆p has a factor t2 and that all the other factors are separable. So
for t0 ̸= 0, we have multiplicity 1. Hence, above (1 : t0), we deduce from [41,
Section IV.9, Table 4.1], that this is a fiber of type I1.

For t0 = 0, we have v0(∆p) = 2. In characteristics 2 and 3 the order of vanishing
of the discriminant will be bigger than 2 in case the fiber has multiplicative reduc-
tion due to wild ramification, see [39, Proposition 5.1]. We deduce from the above
that the fiber above (1 : 0) is of type I2.

Because ∆p has degree 24, which equals the Euler characteristic of the surface
(see Proposition 3.3.1(b)), we deduce that these are all the singular fibers of this
fibration τ ′ : X ′

p → P1 and that all other fibers are smooth. □

Remark. In the proof of Lemma C.3.7, we deduced that the fiber above t = 0 is of
type I2 by using the discriminant ∆p, but we already encountered this fiber in the
proof of Lemma C.3.5, from which we also could have concluded that it is of type
I2.

We now define the following affine curves, which we will use in Proposition C.3.10
to count the points on the surface X ′

p.

Definition C.3.8. Set F̃ = x1 · F . For each a ∈ Fpn , we define the affine

curve Ca over Fpn in A2
Fpn

(x′, y′) by the equation F̃ (1, a, x′, y′/a) = 0. We define

the curve C∞ in A2
Fp
(x′, y′) to be the curve given by the equation F (0, 1, x′, y′) = 0.

For the curves Ca, we have the following result.
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Lemma C.3.9. Let a ∈ Fpn and let g ∈ Fpn [s] be given by g = s2 + s − a. The
number of Fpn-points on the fiber above the point (1 : a) of τ ′ : X ′

p → P1 is equal to
the number of Fpn-points on Ca plus the number of roots in Fpn of the polynomial g.

Proof. By Lemma C.3.5, we have that the fiber above (1 : a) of the morphism τ ′ is
isomorphic to the fiber above t = a of C. The embedding

(x′, y′) 7→ (a, (x′ : y′ : 1))

embeds the curve Ca into the fiber above t = a of the arithmetic surface C and is
isomorphic to the affine part of this fiber where z does not vanish. So it follows
that the number of points on the fiber above (1 : a) equals the number of points on
Ca plus the number of points on this fiber intersected with {z = 0}.

Recall that the defining polynomial of C is given by

F ′ := tz4 · F (1, t, x/z, y/tz2) ∈ Fp[t][x, y, z],

and that F ′(a, (0, 1, 0)) = 1. It follows that all the points on the intersection of
t = a with z = 0 and the arithmetic surface C are on the affine where x does
not vanish. This means that these points are of the form (a, (1 : s : 0)) such
that F ′(a, (1, s, 0)) = 0. Following the steps defining F ′, we can deduce that

F ′(1, s, 0) = s2 +G2(0, 1)s+ a ·G0 = s2 + s− a,

from which the result follows. □

Now we combine the above results to count the points on the surface X ′
p.

Proposition C.3.10. The number of Fpi-points on X ′
p is given by the following

table.
n #X ′

2(F2n) #X ′
3(F3n)

1 11 17
2 29 95
3 65 803
4 241 6767
5 1121 59477
6 4289 532883
7 16769 4798097
8 67329 43071575
9 264449 387431885

Proof. Let 1 ≤ n ≤ 9 be given. As mentioned earlier, we will count the Fpn -points
of X ′

p by counting for each point P ∈ P1(Fpn) the number of Fpn -points in the fiber

of the map τ ′ : X ′
p → P1 and sum their total. Using SageMath, we follow the

steps described next and count for each fiber the number of points and add them
together. The code can be found in §A.5.4.

We start with the fiber above (0 : 1). By Lemma C.3.7, we have that it is non-
singular. Recall that X ′

p \ E ∼= Xp \ {(0 : 0 : 0 : 1)}, from which it follows that
we can identify the affine curve C∞ as an affine part of the fiber above (0 : 1).
This curve C∞ is given by an equation of the form y2 + h(x)y = f(x) where
f = −F (0, 1, x, 0) and h = G1,2(0, 1, x, 0). A smooth projective closure can be
defined by using the function HyperellipticCurve in SageMath. Because this
defines a smooth projective curve, of which an affine is isomorphic to an affine part
of the fiber above (0 : 1), it is isomorphic to this fiber. In particular, the amount
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of Fpn -points will be the same and we can count the number of points on this
hyperelliptic curve, see Remark C.3.11.

Above all the other fibers, i.e. above (1 : a), we first check if the curve Ca

is smooth by checking if the discriminant ∆p vanishes, see Lemma C.3.7. If it is
not smooth, we use Lemma C.3.9 to count the number of points. In the smooth
case, we can count the points similarly as in the case for the fiber (0 : 1) as
follows. The defining polynomial of Ca is again of the form y2+h(x)y−f(x) where
f = −a ·F (1, a, x, 0) and h = G1,2(1, x)a

2+G2(1, x). Then, we can again define an
isomorphic hyperelliptic curve using f and h and count the points on this curve. □

Remark C.3.11. The main reason to use the function HyperellipticCurve in Sage-
Math in the proof of Proposition C.3.10 is that it has a built-in pointing count
algorithm which is faster than naive point counting on curves.

Our next goal is to find the characteristic polynomial of Frobenius acting on the
vector space Hp := H2

ét((Xp)Fp
,Qℓ(1)). We will denote by Frobp, the linear map

on Hp that is induced by the Frobenius morphism on Fp and by fp the characteristic
polynomial of Frobp.

Proposition C.3.12. The characteristic polynomial of Frobp equals fp = (t−1)4 ·
hp, where hp is irreducible and equals

h2(t) = t18 + t17 + t16 + 2t15 + 3t14 + 3t13 + 7
2 t

12 + 9
2 t

11 + 9
2 t

10

+ 9
2 t

9 + 9
2 t

8 + 9
2 t

7 + 7
2 t

6 + 3t5 + 3t4 + 2t3 + t2 + t+ 1;

h3(t) = t18 + 5
3 t

17 + 8
3 t

16 + 10
3 t15 + 4t14 + 14

3 t13 + 16
3 t12 + 16

3 t11 + 16
3 t10

+ 16
3 t9 + 16

3 t8 + 16
3 t7 + 16

3 t6 + 14
3 t5 + 4t4 + 10

3 t3 + 8
3 t

2 + 5
3 t+ 1.

Proof. Computations in this proof are done in SageMath, see §A.5.5.
Recall from Proposition C.2.1, that there is an inclusion

NS((X ′
p)Fp

)⊗Qℓ(1) ↪→ Hp

respecting the Galois action. From Corollary C.1.2, we deduce that there is a
subspace Up of Hp of dimension 3 on which Frobenius is acting trivially.

Let Vp denote the quotient space Vp = Hp/Up. Because Frobenius leaves Up

invariant, we get an induced action on Vp, denoted by Frobp, and we have the
relation fp(t) = (t − 1)3 · gp(t), where gp denotes the characteristic polynomial

of Frobp.
From Proposition 3.1.1(b), we know that dimHp = 22. It follows that

dimVp = dimHp − dimUp = 22− 3 = 19,

and so the polynomial gp has degree 19. Moreover, it is equal to

gp(t) = c0t
19 + c1t

18 + · · ·+ c18t+ c19,

where c0 = 1, where c1 = −Tr(Frobp), and where the other ci are given recursively
by Newton’s identity (see [50, §26, Exercise 3])

ci = −
Tr(Frob

i

p) +
∑i−1

j=1 cj Tr(Frob
i−j

p )

i
.

The functional equation gives us that t19g(1/t) = ±g(t) and so we either have
ci = c19−i for all 0 ≤ i ≤ 9 or ci = −c19−i for all 0 ≤ i ≤ 9.
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From the Lefschetz Trace formula, the Weil conjectures, the relation

Tr(Frob
i

p) = Tr(Frobip)− 3

and the fact that the eigenvalues of Frobip on Hp differ by a factor pi from the

eigenvalues of Frobenius acting on H2
ét((X

′
p)Fp

,Qℓ), we deduce the equality

Tr(Frob
i

p) =
#X ′

p(Fpi)− 1− p2i − 3pi

pi
.

Using the above formula, Proposition C.3.10 and Newton’s identity mentioned
above, we get the following values of ci for 1 ≤ i ≤ 9 for both p = 2, 3.

c1 c2 c3 c4 c5 c6 c7 c8 c9
p = 2 0 0 1 1 0 1

2 1 0 0
p = 3 2

3 1 2
3

2
3

2
3

2
3 0 0 0

The above table gives us two options for the polynomials gp, which depend on
the sign of the functional equation. It follows from the Weil conjectures that gp
should have all roots on the unit circle. By using SageMath, we can exclude, for
both p = 2 and p = 3, the one for which the sign of the functional equation is
positive because this polynomial has roots outside the unit circle. Moreover, using
a factorization algorithm in SageMath, we can calculate that gp contains a factor
t − 1 and an irreducible factor of degree 18 equal to hp. From this, the statement
follows. □

Corollary C.3.13. For the Picard number of X ′
p, we have ρ(X ′

p) = ρ((X ′
p)Fp

) ≤ 4.

Proof. Because the minimal polynomial of every root of unity has integral coef-
ficients, it follows that the characteristic polynomial of Frobenius fp, which we
found in Proposition C.3.12, has no other roots that are a root of unity except
for 1. This means that ρ(X ′

p) = ρ((Xp)Fp
) and the upper bound follows from

Corollary C.2.2. □

C.4. Proof of the main result, Theorem C.1.5. Let Z(6) denote the localiza-
tion of Z away from the ideal (6). Define the scheme X over Z(6) to be the blow-up
of the scheme Proj(Z(6)[x0, x1, x2, x3]/(F )) at the ideal I = (x0, x1, x2). Because
blow-ups commute under flat morphisms (see [42, Lemma 0805]), the reduction
of X at the prime 2 is isomorphic to X ′

2, the reduction at the prime 3 is isomor-
phic to X ′

3, and the generic fiber is isomorphic to X ′. From this observation, we
conclude that the surface X ′ is smooth as well, because it has a smooth reduction.

By the proof of [29, Proposition 6.2], N := NS(X ′
Q)/NS(X ′

Q)tor embeds for both

p = 2 and p = 3 into the lattice

Np := NS((X ′
p)Fp

)/NS((X ′
p)Fp

)tor.

By Corollary C.3.13, we have that ρ(X ′
Q) ≤ ρ((X ′

p)Fp
) ≤ 4. If the Tate conjecture

does not hold for X ′
2 or X ′

3, then it follows from Corollary C.2.2 that ρ(X ′
Q) ≤ 3,

and hence with Corollary C.1.2 that ρ(X ′) = ρ(X ′
Q) = 3, and we would be done.

So assume for the remainder that the Tate conjecture holds for both surfaces X ′
2

and X ′
3. Combining Corollary C.2.2 and Corollary C.3.13, we find for both p = 2

and p = 3 the equality ρ(X ′
p) = ρ((X ′

p)Fp
) = 4. Because Br(Fp) = 0, it follows that

the Neron-Severi lattice of X ′
p equals the lattice Np for both p = 2 and p = 3.

https://stacks.math.columbia.edu/tag/0805
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Using Corollary C.2.5, we have that

discN2 = s22 · 2α(X
′
2) · h2(1) = s22 · 2α(X

′
2) · 103

2
;

discN3 = s23 · 3α(X
′
3) · h3(1) = s23 · 3α(X

′
3) · 72,

for some s2, s3 ∈ Q. We deduce that the discriminants of N2 and N3 do not differ
by a square factor.

From the theory of lattices, we know that the discriminant of a full-rank sub-
lattice always differs by a square factor from the discriminant of the full lattice. It
follows that N cannot be embedded in both the lattices Np as a full-rank sublattice.
We deduce ρ(X ′

Q) < ρ((X ′
p)Fp

) = 4. Combining this with Corollary C.1.2, gives the

result of Theorem C.1.5. □

Remark C.4.1. (1) In the proof of Theorem C.1.5, one can use the valuation at
the prime 103 to conclude that the discriminants do not differ a square factor. So
instead of using Corollary C.2.5, we could also have used Lemma C.2.4 with the
original, slightly weaker, result of Tate, [45, Theorem 5.1], which states that the
Brauer group is a square or two times a square.
(2) One can apply the above methods to find that for a minimal desingulariza-
tion of a general member of the family of quasi-smooth degree 14 surfaces in the
weighted projective space Pk(1, 2, 3, 7) with char k = 0, the Picard number equals
2, cf. Corollary 3.3.3(a). We give a sketch of the proof here. The minimal desin-
gularization X ′ of a quasi-smooth surface X of degree 14 in Pk(1, 2, 3, 7) is given
by blowing up in (0 : 0 : 1 : 0) if char k ̸= 3. The exceptional locus of the blowup
consists of only one curve, a −3-curve, which will be a double section for the elliptic
fibration. From this we deduce the lower bound ρ(X ′) ≥ 2.

Now it suffices to find a surface over F2 with Picard rank at most 2. Then as in
Proposition C.3.10 and Proposition C.3.12, we can count the F2i points and find the
characteristic polynomial of Frobenius, with only minor adjustments to the proofs.

If we apply the method to the surface X2 over F2 given by the equation F = 0,
where

F = x2
3 +Gx3 + x1x

4
2 +G2x0x

3
2 +G5x0x2 +G7, and

G = x0x
2
2 + x4

0x2 + x2
1x2; G2 = x2

0x1;

G5 = x8
0x1 + x2

0x
4
1 + x5

1; G7 = x14
0 + x12

0 x1 + x10
0 x2

1 + x6
0x

4
1 + x2

0x
6
1 + x7

1,

one can find that the surface X ′
2 has Picard rank 2, see §A.5.6. From this one can

deduce the desired result.
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[40] M. Schütt and T. Shioda. Mordell–Weil Lattices. Number 70 in Ergebn. der Math. 3. Folge.

Springer Nature, Singapore, 2019. 23

[41] J. H. Silverman. Advanced topics in the arithmetic of elliptic curves, volume 151 of Graduate
Texts in Mathematics. Springer-Verlag, New York, 1994. 49, 50, 51

[42] The Stacks Project Authors. Stacks Project. https://stacks.math.columbia.edu, 2024. 54

[43] J. Steenbrink. Intersection form for quasi-homogeneous singularities. Compositio Math.,
34:211–223, 1977. 5, 6

[44] J. Steenbrink and S. Zucker. Variation of mixed Hodge structure I. Invent. Math., 80:489–542,
1985. 29

[45] J. Tate. On the conjectures of Birch and Swinnerton-Dyer and a geometric analog. In

Séminaire Bourbaki : années 1964/65 1965/66, exposés 277-312, number 9 in Séminaire
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