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Abstract

Joye, A ,  Proof of the Landau-Zener formula, Asymptotic Analysis 9 (1994) 209-258.

We consider the time dependent Schrödinger equation in the adiabatic lim it when the Hamiltonian is an analytic unbounded 

operator. It is assumed that the Hamiltonian possesses for any time two instantaneous non-degenerate eigenvalues which 

display an avoided crossing o f finite m inimum gap. We prove that the probability of a quantum transition between these two 

non-degenerate eigenvalues is given in the adiabatic lim it by the well-known Landau-Zener formula.

1. Introduction

During the last few years, significant progresses have been made on the rigorous aspects of the 
adiabatic regime of the Schrödinger equation. This regime is characterized by the singular limit 

ε —► 0 of the evolution equation

i£ A  U S , s) = s), Us(s, s) = I, (1.1)

where the generator or Hamiltonian H(t), ί 6 R, is a smooth family of self-adjoint operators 

defined on the same separable Hilbert space Ti. It is assumed that for any ί E R, the spectrum 

of H(t), σ(ί), is composed of a bounded part σ±(ί) separated from another part σ2(ί) by a finite 

gap g > 0. The corresponding spectral projectors Q(t) and (I - Q(t)), defined by a Riesz formula, 

form a smooth orthogonal decomposition of the Hilbert space H for any t £ R:

W =  Q(t)® ( l- Q (t))H . (1.2)

In 1987, Avron, Seiler and Yaffe [1] constructed an approximation V(t, s) of the evolution Ue(t, s) 
under very general hypotheses on the unbounded Hamiltonian H(t) generalizing earlier results [4, 
18, 24]. This approximation satisfies the estimate

||V((,«)-tr,(t,.)||=0(e|f-i|) (1.3)

for any t, s in some bounded interval 1 E R  and possesses the intertwining property

V(t,s)Q(s) = (1.4)
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As a consequence, the so-called transition probability across the gap, V(e), defined by

Vie) = ||(I - Q(i2))tM*2, * i ) Q M |2 (1.5)

vanishes as ε2 in the adiabatic limit e —> 0. They also proved that when all derivatives of the

Hamiltonian H(t) vanish at and t2, the transition probability tends to zero faster than any power

of ε

V(e) = 0{en\t1 - t 2\), Vn. (1.6)

Assume now that the Hamiltonian H(t) depends analytically on time t and that it tends sufficiently
rapidly to limits H ± when t —► ±oo. In this case we can take the limits ίχ —► — oo, t2 —* +oo in

(1.5) and the transition probability turns out to be exponentially small:

V{e) = 0(exp{—r /ε}), r > 0. (1.7)

This result was proven in the matrix case by Joye, Kunz and Pfister [11] and then extended to the 

unbounded case by Joye and Pfister [13]. Moreover, when the Hamiltonian H(t) is a Hermitian 
2 x 2  analytic matrix, the leading term of the asymptotic expansion of V{e) can be explicitly 

computed [3, 11], provided some supplementary condition is satisfied (see [11]):

V(e) =  exp{2Im 01}exp{-27/e}(l + Ο(ε)), η > 0. (1.8)

This result justifies and generalizes the so-called Dykhne formula [5, 6, 9, 28] for V(e) which 
is valid if H(t) is a real symmetric 2 x 2  matrix. The Dykhne formula is obtained from (1.8) 

by replacing the e-independent prefactor by 1. The presence of the prefactor exp{2Im0i} in 

the Hermitian case has been measured experimentally in [32]. Generalizations of this case were 

also investigated: The full asymptotic expansion of the quantity ln"P(e) is computed in [14] and 

non-generic situations are considered in [12].

Another important concept in adiabatic dynamics is the notion of superadiabatic evolution, 

introduced by Berry [2] for two-level systems and generalized by Nenciu [26]. Such an evolution 

V*(t,s) is characterized by the fact that it approximates the evolution Us(t,s) for exponentially 

long times:

||v*(i,s) - Ue(t,s)\\ = 0(exp{-r/£>|f - s|), r > 0, (1.9)

for any t,s £ I  C R , and by the existence of projectors Q*(t), t G R for which V*(t,s) possesses

the intertwining property

V*(t, s)Q*(s) — Q*(t)V*(t, s). (1-10)

In general, V* and Q* depend on ε and it can be shown that if

d" 

din v ’
= 0, Vn ^  m, (1-11)

t=t0

then

Q*(*o) = Q(*o) + 0 (£m). (1.12)
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The origin of this notion is to be found in [7, 25, 27, 30] where evolutions Vq(t, s) approximating 
Ue(t,s) up to corrections of order ε9 are constructed by means of different iterative schemes. 

However, the existence of a superadiabatic evolution satisfying the estimate (1.9), which bears 

some resemblance with the estimates proven in [23] in a classical context, was proven rigorously 

by Nenciu [26] using a method inspired from [22] when H(t) is analytic. Similar results hold if 

Hit) belongs to some class of C°° operators. Another construction of superadiabatic evolution 

based on another iterative scheme was proposed later in [15]. This construction allows to improve 

the estimates on the superadiabatic approximation as a function of the gap g between σι and σ2. 

Consequently, Joye and Pfister could solve the following problem. Assume

σ ι ( ί )= { βι (f),e2(f)} (1.13)

where ej(t), j  =  1, 2, are non-degenerate eigenvalues and let Pj(t) be the associated one-dimensio- 

nal projectors such that

P1(t) + P2(t) = Q(t). (1.14)

The quantity of interest here is the transition probability between the two levels embedded in the 

spectrum

Τ21(ε) = ||P2{ h )M h ,t i )P i( h ) f  ■ (1-15)

The question is to compute explicitly the leading term of this transition probability in the limit 
ε —»■ 0, as for two-dimensional systems. The idea is to first use a superadiabatic evolution to 

reduce the initial problem to an effective two-dimensional problem, modulo corrections of order 

0(exp{—r /ε}). Then, the effective problem is analyzed by the methods developed in [11]. The 

end result has the same structure as for genuine two-dimensional systems [15]:

^21 (ε) = exp{2Im 0j} exp{—27/ε} (l + Ο(ε)) + θ( εχρ{-τ/ε}). (1-16)

Here 7 coincides with the decay rate of two-dimensional systems and Im θχ contains in addition to 

the expression valid for two-dimensional systems an explicit contribution coming from the global 

time dependence of the spectral subspace Q(t)7i in Ti. Of course, in order to have a definite 

formula, the remainder 0(exp{—τ/ε}) has to be negligible with respect to the leading term. The 

estimate of r as a function of the gap g given in [15],

t(9) > c9, c > 0, (1.17)

shows that this is the case provided the two levels ei and e2 are sufficiently isolated in the 
spectrum. Again, in addition to the natural hypotheses quoted above, we need a supplementary 

technical condition for this result to hold.

In this paper we consider the same general situation under the supplementary assumption that the 

two levels of interest eχ and e2 become nearly degenerate at some time during the evolution. This 

condition is often referred to as an avoided crossing condition in the physics literature and it occurs 

in many applications where the adiabatic limit is involved (see [16] and [10] for references). If 

the avoided crossing takes place at t = 0 and if the minimum gap between the levels is of order δ,

e2(t) — ej(i) ~ \Ja2t2 + b262, ί , ί < 0, (1.18)
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an approximate formula known as the Landau-Zener formula [21, 31], states that the transition 

probability Ρ 2ΐ(ε) between the two levels e\ and e2 depends on the local features of the difference 
ez(t) — ei(t) around t =  0 only and that it is given by

■p2i(e) ~ exp I - as ε -»· 0. (1-19)

Although this formula is believed to hold under quite general conditions, no rigorous proof of it 
is available in the literature. An important step in that direction was however performed recently 

by Hagedorn in [8]. By an asymptotics matching procedure, he proved that if the minimum gap 8 
between e2(0) and ei(0) is ε-dependent and closes in the limit ε —► 0 according to the scaling law 

δ = y/ε, the leading order of the transition probability Ρ 2ι (ε) is given by (1.19) with 62 replaced 
by ε. It is the aim of this work to provide a rigorous mathematical status to the Landau-Zener 

formula for small but finite minimum gap δ, under very general and natural hypotheses. These 

results have been announced in [16] and [17] where further details and references about the physics 

behind the Landau-Zener formula can be found.
We also believe that our detailed proof provides a fairly general account of the main methods 

developed recently in the theory of the exponential suppression of transition probabilities in the 

adiabatic limit. Indeed, the general idea of the proof is quite simple: We want to apply formula 

(1.16) and expand the result to the lowest order in δ, where δ ~ e2(0) — ej(0). However, we have 

to go through the whole proof of (1.16) in order to control the dependence in δ of the quantities 
and remainders encountered. The structure of the proof is as follows: After formulating our main 

result precisely in Section 2 we give in Section 3 a set of basic estimates used throughout this paper 

which are generalizations of those in [13]. In Section 4 we review the iterative construction of [14, 
15] and we give its main properties. Then we show in Section 5 how it yields a superadiabatic 

evolution V* and the corresponding projector Q*, whose dependence in δ is controlled. Following 

[15] we use this result to reduce the initial problem to a two-dimensional effective problem in 

Section 6, which we study with the methods of [11] exposed in Section 7. We exploit in particular 

the presence of the small parameter <5 in the problem to show that the above mentioned technical 

hypothesis needed for (1.16) to hold true is satisfied for δ small enough. We also check that the 
remainders in the asymptotic formula (1.16) are uniform in δ. We eventually obtain the Landau- 

Zener formula by inserting a local expression for e2(f) — e1(t) given below in condition IV in the 

result and by expanding the formula to the lowest order in δ.

2. Formalisation of the problem

2.1. Hypotheses

We consider a family of Hamiltonians Η(ί,δ), i ë R and δ ^  0, a small parameter, defined

on the same separable Hilbert space Ή. We suppose that the Hamiltonians H(t, δ) satisfy the

following regularity conditions.

The first one is that the Hamiltonian is analytic in time and sufficiently smooth in t and δ.

I. Self-adjointness, analyticity and smoothness.

There exist a strip Sa =  + is: |-s| ^  a}, an interval 1^ =  [0, Δ] and a dense domain D in H
such that for each z G Sa clnd δ £ 1^



i) H(z, δ) is a closed operator defined on D,

ii) H(z, δ)φ is holomorphic on Sa, for each ψ G D and for each fixed δ G I δ ,

iii) H*(z, 6) =  H(z, δ); H(t, δ) is bounded from below i/ f  G R,

iv) H(z, δ)φ is C 1 as a function o f  (z, S) E Sa X I  a  for each φ G D.

The next condition states that H (t,6) tends sufficiently rapidly to two limiting Hamiltonians as

i —► ±00. These limiting Hamiltonians also have to be smooth in δ.

II. Behaviour at infinity.
There exist two families of self-adjoint operators Η ±(δ), defined on D, strongly C 1 in δ and 

bounded from below and a positive function 6(f) tending to zero as |f| —► 00 in an integrable way, 

independent of δ, such that

sup \\{Η(ί + Ϊ3, δ ) - Η +(δ))ψ\\̂Β(ί){\\φ\\ + \\Η+(δ)φ\\), f > 0,
|s|<a
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and

sup II {H(t + is, δ) -Η-(δ))ψ\\ <&(i)0MI + \\Η~(6)φ\\), t <  0,
M<c*

for all φ G D and δ G Ι δ · Moreover, for each ψ G D,

Ç N , \/(z,6) e s a x i A.

We shall call such a function b(t) an integrable decay function.

When 5 =  0, the derivatives with respect to δ are to be considered as right derivatives. Finally, 
the last condition expresses the fact that when the parameter 5 = 0, the levels ex and e2 display a 
real crossing at t = 0 and when δ > 0, this crossing becomes an avoided crossing.

III. Separation of the spectrum and avoided crossing.

There exists a constant g independent o ft and δ such that the spectrum a(t, δ) of H(t, δ), t G R, 

δ G Ι δ , is given by

a(t, δ) = σι(ί, δ) U σ2(ί, δ), a ^ t, δ) = {ei(ί, δ), e2(t, 5)},

and satisfies

distfa^/, δ), a2(t, <$)] > g > 0, Vi G 1R, δ G Ιδ·

Moreover,

e2(t, δ) — ei(t, <5) > 0, Vî G R and δ > 0, 

and if δ =  0,

^2(t, 0) - ei(t, 0) >0 , Vi < 0,

0) - ei(i, 0) <0 , Vf > 0,

62(0, 0) = ei(0, 0),

where t = 0 is a simple zero of the function e2(t, 0) — e^t, 0) (see Fig. 1).
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The corresponding one-dimensional projectors are denoted by Ρχ(ί,6) and Ρ2{ί,δ). By con
dition I, the functions ej(z,6) and operators Pj(z,S) are analytic and multivalued in Sa with 
branch points at the complex eigenvalue crossing points. If the eigenvalue crossing point is real,
ej(z,S =  0) and Pj(z ,6 = 0) are analytic at this point as a consequence of a theorem by Rellich
[29], so that the last condition makes sense. It also implies, see Lemma 7.2, that there is a complex 
eigenvalue crossing point zo(<$) together with its complex conjugate in a neighbourhood of z = 0 
if δ is small enough and that zq(6) is a square root type branch point for the eigenvalues. We also 

define Q(t, δ) = P\(t, 6) + Piit, δ) which is analytic everywhere in Sa·
To investigate the local structure of the Hamiltonian close to the avoided crossing, we need 

only to consider the restriction of Η(ί,δ) to the two-dimensional subspace Q(t,6)7i. We specify 

in a fourth condition the generic form of avoided crossings to which the Landau-Zener formula 
applies. The assumption is that the quadratic form giving the square of the gap between the levels 

close to (t, 6) = (0, 0) must be positive definite.

IV. Behaviour at the avoided crossing.

i) There exist constants a > 0, b > 0 and c with c2 < a2b2, such that

e z(t>  6 )  —  e j ( t ,  δ )  =  y j a 2 t 2  +  2 c t8  - f  b26 2 +  R ^ ( t ,  δ ) ,

where Rs(t, 6) is a rest of order 3 in (t, δ).

ii) Let ψ\ and ψ2 form a basis of Q(0,0)'H. The matrix elements (<fj\Q(t, δ)φι!) and

δ) Q(t, %?*), k ,j = 1 , 2, 

are C2 as functions of the two real variables (t, δ).

Remark. The point ii) of this condition is automatically satisfied if the Hamiltonian H(t, δ) is 
strongly C 2 as an operator-valued function depending on the two real variables (t, δ).

The avoided crossing considered can be rewritten as

e2(t, δ) — e\(t, δ) = y/a2t2 + 2ct6 + 62<52(l + Ri(t, (5)) (2.1)
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if t = 0(6). The minimum gap between the eigenvalues is given at fo(^) =  —cS/a2 -f 0(62) by

e 2 H S ) , 6 )  -  e x { t0 ( 6 ) , 6 )  =  6 y j b *  -  ^ ( l  +  0 ( i ) ) .  ( 2 . 2 )

2.2. Main result

We are interested in the normalized solutions in the limit t —► -f oo of the Schrödinger equation

ie ^  Φε(ί) = H(t, δ)ψε(ί), ψ '(0) = <p0 e D, (2.3)

subject to the boundary condition

lim Ι ί Λ Μ ^ ω ί μ ΐ .  (2.4)
t—► — oo " "

More precisely we want to compute the transition probability to the level e2 at time t =  oo given 

by

V2l (e, δ) = t Jirn^ || P2(i, δ)Μ*) f  (2-5)

in the limit of small ε and 6. Let δ be fixed and let η be a closed loop based at the origin which

encloses the complex eigenvalue z0(£) (Imzo(^) > 0) as in Fig· 2. We fix the phases of the
normalized eigenvectors ψι(β,δ) and φζί,ί,δ) of H (t,6) associated with e^t, δ) and e2(t,6) by the

condition

( v j i 1, δ) ^  = °> Vi 6 R, j  =  1, 2. (2.6)

Consider e^O, δ) and <̂ >ι(0, δ) and their analytic continuations along η. If we denote by e[(0,6)
and φί(0, Æ) the results of these analytic continuations at the end of the loop η, we have

é“i(0,<5) = e2(0, δ),

~  r ϊ (2·7)
V?i(0, δ) = exp { - xÖi( )̂}v?2(0, δ), 

because zq(^) is a square root branch point for the eigenvalues. Note that the term θγ is 6-dependent.

Fig. 2. The loop η and the eigenvalue crossing «o(^)·

Theorem 2.1 (Landau-Zener formula). Let Hit, 6) be a self-adjoint operator analytic in t sat

isfying conditions I to III. Let be a normalized solution of the Schrödinger equation

ie ^  φε(ί) = H(t, δ)φε(ί), φε(0) = ψο e D,
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such that

lim l l P i M ^ W l b i ·T—+ — 00

I f  ε and δ are small enough,

ν2ι(ε,δ) = t hmJ\P2(t,6)iP'(t)\\2

= exp {2Im 01(i)} exp | j  Im J  e^z, 6) dz| (l + Ο(ε))

where Ο(ε) is uniformly bounded in δ and 

lim Im / e\(z, δ) dz = Ο,
«-»ο y„

lim Imé^ftf) = 0.
5-»0 7

Moreover, if condition IV is satisfied, we have

^ 2ΐ(ε> δ) = exp I  - (l + 0(tf)) j· (l + 0(£) + Ο(ε))

where Ο(ε), respectively 0(8), are uniformly bounded in δ, respectively ε.

Here J  e1(z, δ) dz is the integral along η of the analytic continuation of ej(/, <5). We can recover 

the results obtained by Hagedorn [8] specialized to our setting as a direct corollary.

Proposition 2.1. I f  the width δ of the avoided crossing is rescaled according to δ =  y/ε, then

'Pii{z,\fê) = e x p { -  ^ ( 7  ~ ^ 3)  } ί1 + °(\^))·

Remark. As the estimates are uniform in δ, we can set δ — 0 in the above results and we obtain 

■ρ2ι(ε> 0) =  (1 + 0 (ε))> in apparent contradiction with the adiabatic theorem of quantum mechanics. 

This behaviour is explained by Fig. 1, which shows that the eigenvectors <fj(t, δ) undergo a change 

of labels in the limit 6 —* 0, for t > 0. Hence ψι(ί, δ) tends to an eigenvector associated with 

e2(t, 0) as δ tends to 0 so that V2i(s, 0) is the probability to stay on the eigenstate associated with 

ei(t, 0), which must be close to 1, according to the adiabatic theorem. The transition probability 

is therefore of order ε, instead of ε2, as should be the case in presence of a real crossing [4].

The rest of the paper is devoted to the proof of the Landau-Zener formula, as stated in Theo

rem 2.1 .



3. Basic estimates

This paragraph contains the generalization of the preliminaries of [13] when the Hamiltonian
H  depends on the supplementary parameter 6. The techniques being similar to the ones of [13],

we state the main results and give their proofs in the technical Appendix A.
We use the notation

R(z,S ,X )= (Η (ζ ,δ )- λ ) - 1 (3.1)

for λ G T(z, δ), the resolvent set of H(z, δ).
For t G ]R and <5 = 0, we define the two-dimensional projector Q(t, 0) by

Q(t,0) = - ± : f r R(t,0,\)dX (3.2)

where Γ  encircles a^t, 0).

Lemma 3.1. Let i £  R and Γ  be as above. We can choose the width a of the strip Sa and the 

length Δ  of the interval I  a sufficiently small so that the spectrum of H(z, δ) is separated in two 
parts σχ(ζ,δ) and σ2(ζ,δ) for any z G Sa, δ Ε Ια- Moreover, if \z — and δ are small enough, 
the spectral projector Q(z, δ) corresponding to σχ(ζ,δ) is given by

Qi<zj) = ~ ê û j r  Ä(z’ *’ λ)dA (3·3) 

where Γ  encircles σχ(ζ, δ).

We assume from now on that a and Δ  are so small that the above lemma holds. Let us define 
limiting projectors by

Q{±J) = - ^ j > r R{±J,X)à\. (3.4)

The smoothness and regularity conditions on the Hamiltonian imply the following behaviours for 
the resolvent and projector.

Lemma 3.2. For any z G Sa, δ G Ia  and λ G T(z, δ), R(z, δ, λ) and Q(z, δ) are strongly C 1 as 

functions of (z, δ) G X I a , and i?(±, δ, λ) and Q(±, δ) are strongly C 1 in δ G Ια- Moreover, 
for a fixed 6, R(z, δ, λ) and Q(z, δ) are holomorphic bounded operators and there exist integrable 

decay functions and b(t) independent of δ such that if X G T(±, δ)

II R(t + is, δ, X) - R(±, δ, X) II ^  bXjS(t),

£ L R(t + is,s,\) =||Λ<η>(ί + Μ,λ)||<&Α,ί(ί), 

\\Q(t +  i 8 , 6 ) - Q ( ± , S ) \ \ ^ b ( t ) ,  

||ρ(η)(ί + Μ)|| ^  6(î), o, |f| >  î,

for any |a| < r < a and for any integer n.

The proofs of these lemmas are given in appendix.
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4. Iterative scheme

Consider the iterative scheme defined for any 2 e Sa, δ E I zj as follows: 

Η0(ζ,δ) = Η(ζ,δ) (4.1)

with associated spectral projector Q q(z, δ) = Q(z, δ). Let 

KQ(z, δ) =  i [Q'0(z, δ), Q(z, 6)] 

where ' denotes 3/3z. We set

Η 1(ζ,δ,ε) =  Η (ζ ,δ )- εΚ 0(ζ,δ).

(4.2)

(4.3)

By perturbation theory, for ε small enough, the spectrum of Ηχ is separated into two distinct 

pieces, one of which is bounded. We denote by Qi(z, δ, ε) the spectral projector associated to the 

bounded part of spectrum. Defining

Again, by perturbation theory, we can define a spectral projector associated with the bounded part 

of the spectrum of H2 if e is small enough and we can go on with the construction. At the g-th 

step we have (dropping the ε dependence in the arguments)

with Rq(z, δ, λ) =  (Hq(z, δ) — λ)-1 for λ 6 Tq(z,6), Tq(z,6 ) being the resolvent set of Hq(z,6). 

Remark that since K q_\(z, δ) is bounded for any q, Hq(z,6 ) is closed and densely defined on 

the domain D  of Η(ζ,δ) (see [19, Chapter IV, Theorem 1.1]). We quote from [15] the main 

proposition regarding this iterative scheme, when the parameter δ is absent. Let Ό(ζ,η) be the 

disc

Κι(z, δ,ε) = ϊ [Q[(z, δ, ε), Qi(z, δ, ε)] (4.4)

we set

H2(z, 6, ε) =  H(z, δ) - εΚχ(ζ, δ, ε). (4.5)

Η9(ζ,δ) = Η ( ζ ,δ )- ε Κ , .1(ζ,δ),

(4.6)

K q(z, δ) =  i [Q'q(z, δ), Qq(z, *)], V O  1,

Ό(ζ,η) = {ζ Ε C: \ζ — ζ\ < η} C Sa (4.7)

and assume that there exists a simple closed path Γ  in the complex plane, counter-clockwise 

oriented, such that for all z' E D(z, η) the spectrum σ(ζ') of H(z') can be divided into two disjoint 

parts ctj(z') and σ2(ζ'), with σ^ζ') in the interior of Γ. We have the
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Proposition 4.1. Let D(z, η) and Γ  as above and let a, b and c be constants such that for all 
integers p, all z' G D(z, η)

0
dp

dz'P
ασ

( 1 + py
λ £ Γ,

p i
λ e r .

( 1  +  p ) 2 ’

Then there exists ε*, depending on a and b, and there exists a constant d depending on a, b and 

|Γ| such that for ε < ε*

< fe w · *

and

pi

(1 + P)2
for all z' £ D(z, η), all integers p and q such that 

1

ζοάε
= N\

Here [x] is the integer part of x and e is the basis of the Neperian logarithm.

We prove in our technical Appendix A a lemma showing that the hypotheses of this proposition 
are satisfied uniformly in S under our assumptions I to III:

Lemma 4.1. There exists a constant N such that 

sup sup sup ||ÄO,M)|| ^  N.
t e R  z £ D ( t ,r )  λ  e r

6α Δ

We define

K(z,S) = i[Q'(z,S),Q(z,S)}.

By Lemma 3.2, there exists an integrable decay function b(t) such that 

sup II #■(*,«) II ^  b(t).
z£D (t,T )

seiA

Hence, using the Cauchy formula in discs D(t, η) with η < r, we have the estimates

(4.8)

(4.9) 

(4.10)

pi

(1 + P)2 ’

||/^)(ζ,ί)||^6(ίΚ
pi

(4.11)

(1 + p)2
, Vz e D(t, η), x e r t,

for any I £ R ,  uniformly in <5 6 Ia , with c = 8/r, provided η is small enough. We can again 

diminish the width of the strip Sa, so that the above estimates hold uniformly in z e Sa, δ € Ι δ · 
As a consequence Proposition 4.1 holds uniformly in δ for ε < ε* where ε* is independent of <5.



5. Superadiabatic evolution

In this section we show how the iterative scheme (4.6) yields a superadiabatic approximation 

V* of the actual evolution Us and consider in particular its dependence in 5. As a consequence 

of our hypothesis I on H(t,S), the operator Ue(t,s) (in which we omit the dependence in 5) is

a two-parameter family of unitary operators, strongly continuous in t and s and which leave the

domain D invariant. For all t\, t2, t3

Ue(tl,t2)Ue(t2,h )  = Ue(ti,t3), Ue(t\,t\) = 1, (5.1)

and Ue is strongly differentiable in t and s on the domain D,

k  ^  U'(t, s) = Hit, S)U,(t, s) (5.2)

and

pv

ie r- UJt, s) = - U Jt, s)H{s, 5) (5.3)
os

(see, e.g., [20, Chapter 2]). From now on we set s = 0 and we omit this variable in the notation. 

We define two operators W jv·, Φjv* by

iW'N.(t, 5) = K N.{t, S)WN.(t, 5), WN*(0, 5) = I, (5.4)

ie&N.(t, 5) = W ^ ( t , S)HN.(t, S)WN*(t, δ)ΦΝ.$ , δ), ΦΝ.(0, δ) =  I, (5.5)

where Ν*{ε) is 5-independent and is defined in Proposition 4.1. The operators K g(t, δ) and Hq{t, δ) 

are defined by the iterative scheme (4.6). The operator Wn*{z,6) is unitary for real t and it is 

given by a convergent series since Κχ*{ί,δ) is bounded. From Proposition 4.1 we know that

Κχ·{ζ,δ) is analytic for any z G Sa, δ £ I  a so that the same is true for Wn*(z,6). Moreover,

there exists a constant w, independent of ε, δ and z £ Sa such that

\\WN*(z, 5)|| ^  w, ||^ί(ζ,5)|| ^  w, (5.6)

as is easily seen from the series representing Wjv*· For any z £ Sa, Wn*(z,S) satisfies the 

same differential equation (5.4) where 1 means 9/3z and as a consequence, it has the intertwining 

property [19, 20]

Wn*{z, 5)Qiv*(0, 5) = Qn*(z, 6)Wn*{z, 5). (5.7)

Another important property of W^* is that it leaves the domain D invariant so that the generator 

W ^}Hn *Wn * of Φ;ν* is well defined on D. Moreover, it can be shown that

w £ ( z ,S ) H N,(z ,S )W N*(z,S)

is analytic in z ([13, Lemma 5.1]). Hence the unitary operator ΦΝ·{ί,δ) shares the properties of 

an evolution operator for real values of t and it satisfies

[jpjv.(t, 5), Qiv*(0, 5)] = 0, Vi 6 R. (5.8)
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We define our superadiabatic evolution by

V*(t,6) = WN*(t,S)$N*(t,6). (5.9)

To measure the difference between UE and V* we introduce another unitary operator A* by the 

identity

Ut(t) = WN.(t, δ)ΦΝ.(ί, S)A*(t, δ). (5.10)

In consequence, A* satisfies the integral equation

A.(i, 6) = I + i f* V*~\s, 6 )(K n .(s , 6) - K n . ^ 8 ,  6))V*(s, 6)A*(s, 6) da. (5.11)
Jo

Now Proposition 4.1 and the definition of N* imply

||äjv.(*, tf) — Äjv*_i(i, tf)|| ^  b(t)(£dc)N*N*\ iC b(t)(edcN*)N*

^  6(f) exp { — N *} ^  eb(t) exp{ — τ/ε}

where
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(5.12)

r = A  > 0 (5.13)

is independent of δ. Hence 

||A*(f, 6) - I I I  ^  e f b ( s )
Jo

ds exp{—τ/ε} (5.14)

which together with (5.8) and (5.7) yield the

Proposition 5.1. If  conditions I to III hold, there exist ε* > 0 and t > 0 defined by (5.13), both 

independent of δ, such that Υε ^  ε*

IIUe(t) - K(i,£)|| = ° ( exp{-'r/e})> Vi e R,

where the correction term is uniformly bounded in δ and V*(t, δ) has the intertwining property 

V*(t,S)Qw(0,6) = QN*(t,6)V*(t,6), Vi e R.

Remarks.

1) In the decomposition V*(t,6) = the operator describes the
transitions between the subspaces Qn*(0,6)'H and ( I  — QN*(t,6))7i and Φ]ν*(ί,δ) describes the 

evolution inside the time-independent subspace Qn*(0,Ô)7î.

2) The superadiabatic evolution V* satisfies the equation

ieV!(t, δ) = (HN.(t, δ) + eI<N.(t, 6))V*(t, 6)
(5.15)

= (H(t, δ) + ε{ΚΝ.(ί, δ) - δ ) ) ) Κ ( ί ,  δ), Κ(0, δ) =  I.



3) By perturbation theory and Proposition 4.1 we have

H w (t, S) = H(t, S) — eKN._ 1(t, 6) =  H(t, 6) + 0(efc(f)) (5.16)

so that, for ε small enough, there exist spectral projectors Pf*(t, δ) defined by Riesz formula such 
that:

i f  *(i, S) + P f ( t ,  6) = QN.(t, δ) (5.17)

and

ti'So  II ̂ ( ^  ^  ~ ρ& ’ ̂ ) ll= 0’

t firn^ ||Qjv*(i,i) - Q(t,S)II =  0, (5.18)

uniformly in ε and 6.

6. Reduction to an effective problem

Let us write the generator of Φ/ν*(ί, 6) as

Ε ( ί , δ) = δ)ΗΝ.(ί, 6)WN.(t, 6). (6.1)

Its spectral projectors Ρ?(ί,δ), given by

Pf(t, δ) = W „l(t, 6) lf\ t, 6)WN*(t, δ) (6.2)

where Ρ^*(ί,δ), the spectral projectors of H w (t ,6), are such that

Qn .(0, δ) = P*(t, 6) + P*(t, δ). (6.3)

It is therefore possible to decompose the evolution Φλγ*(0 as we did for Ue(t). We introduce the

evolution V*(i) by

ie A  vi(t) =  + ie Σ  yt V.(t), K(0) = I, (6.4)

and we set

ΦΝ.(ί ) := Κ (ί )  Z (t) . (6.5)

By construction V*(t) has the intertwining property [19, 20]

Pf(t)Vm(t) = V.(t)Pj( 0), j  =  1,2. (6.6)

The operator A*(t) is the solution of the equation

i | Â . ( 0 = - ^ _1( l ) i [ ^ | ^ ( 0 f 7 ( i ) j v ; ( i ) j X ( i ) ,  2 (0 )  =  I. (6.7)
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Since

E s W ( ' )dt
j= i

is integrable as t —► ±00 the operator A*(t) has well-defined limits when t —► ±00. The reduction 
to an effective two-dimensional problem is provided by the following proposition.

Proposition 6.1. Let <p(t) be a normalized solution of

satisfying the boundary condition 

tJKPoo ||J°iMM*)|| = !·

I f  ε is small enough, then

'Ριι&,δ) = f Jim^ \\P2(t, δ)φ(ϊ) ||2 = V2i(e,S) + 0 (exp{-r/e})

where Vxiiß-, δ) is the transition probability of the following two-dimensional problem in Q n * (0, δ)Ή: 
Let ip(t) be a normalized solution of

ie  O f V’(i) =

such that

«ii™, l l ^ iM M O l l  = !·

Then

ν 2Χ(ε,δ) ^ ^ Ι ί Ρ Κ ί , ^ ω Ι Ι 2·

The correction term 0(exp{—r /ε}) is uniformly bounded in δ.

Proof. Let ψ(ί) with ^(0) = φ* be given. We have (using (5.18), (6.2), (6.5), and (6.6))

1 = Æ lo  ll^ iM M O H

i f ’ (i, S)WN*(t, δ)ΦΝ*(ί, 6)A*(t, δ)φ*

WN.(t, 6)P*(t, δ)ΦΝ.(ί, δ)Α*α, δ)φ*

P*(t, 6)VÎ(t, δ)Αί(ί, 6)A*(jt, δ)φ*

ν*(ί,δ)Ρ*(0)Α:(ί,δ)Α*(ί,δ)φ*

Ρ*(0)Α*(-οο, £)A*(—oc, δ)φ*

= lim
ί—>—00

= lim
t—►—00

= lim 
ί—► — 00

= lim
t—>—00

(6.8)



Therefore we can write

φ* = Α ζ 1(-οο,6)Α* (-οο,δ)φ 

with φ E Pj (0, δ)Η. By a computation similar to (6.8) we have

i!™ 11̂ ’ ^MOll

= Hm \\pf(t,6Mt)\\

P£(0, <5)A*(oo, £)^4*(oo, δ)φ*

P*(0, <5)Z(oc, 5)Λ»(οο, ^ ^ ( - o o ,  δ)Ά.; ''(-oo, «5)Ρ*(0, δ)

Using the equation (5.11) for the unitary operator A * and the estimate (5.14) we get

2
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(6.9)

(6.10)

--1

ν 2ί(ε ,δ )=  Ρ*(0,δ)Α*(οο,δ)Α* \-οο,δ)Ρ^(0,δ) + 0{txp{-r/e})

(6.11)
Ρ*(0,δ)Α*(οο,δ)Α* (-οο,δ)Ρ*(0,δ) + 0(exp{-r/e})

where the correction term is uniformly bounded in δ. Then one checks by the same type of 

computation that

- 1 ,
7> 2 iM )=  Ρ2*(0 ,ίμ*(οο,*)Α . (-οο,δ)Ρ*(0,δ) (6.12)

□

7. Study of the effective problem

From now on we consider H*(t,6) restricted to the two-dimensional subspace Qn*(0,6)7î and 

we recall that H*(z, δ) is analytic in z E Sa for any δ Ε I λ and e < ε*. As

H*(z, δ) = W ül(z, δ)ΗΝ*(ζ, 6)WN.(z, δ) (7.1)

its eigenvalues coincide with the ones of Hn*(z,6) which we denote by ej(z,6), j  =  1,2. We 

define

Δ ΐ2(ί>δ) =  [  ds(eï(s,<5) - e2(s,ö)), t E R, 
J o

(7.2)

and Δ*2(ζ, δ) by analytic continuation for z E Sa. Note that Δ*2(ζ,δ) is multivalued in Sa· Let 

us consider a set of corresponding eigenvectors of H*(t, δ), δ) such that
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Assume that there exists an eigenvalue crossing point z*(<5) in the complex plane with Imz*(<5) > 0 
which is a square root type singularity for 6). As explained in Section 2, if we perform the

analytic continuation of 6) along a loop η based at the origin encircling z*(S), we will obtain 

at the end of the loop a vector <£*(0, S) such that

¥>*(0, 6) = exp { — i0*(£)}y>*(O, δ). (7.4)

As z*(<5) is an eigenvalue crossing point for Ην ·(ζ, δ) as well, we can perform the same type of 

analysis for its eigenvectors.

Lemma 7.1.

i) Let δ) be normalized eigenvectors of Η^·{ί, δ) satisfying

( v î M  l l * # · « ) 5 0 ·

Then

<pj(t, δ) = WN*(t, δ)φ*·{ί, δ).

ii) Let 0j(<S) be defined by

yj*(0, δ) =  exp { - i0î(*)}¥>2(O> è)·

Then

exp{ - ίβ;(ί)} = exp{ - i^O5)}·

Proof. For t £ R, δ) £ Q jv (0, δ)Η

WN.(t, δ)φ*(ί, 5)| ̂  (w N.(t, δ)φ*(ί, δ))

=  { i)| w ^ (i, δ) J  KN*(t, 6)WN.(t, δ ) φ ,  δ)

(7.5)

+ (φ*(ί, δ) s)wN.(t, δ)

=  j ( ^ * ( i ,  6)QN*(t, S)KN.(t, S)QN'(t, 6)WN*(t, S)^j(t, δ))

since QN*(t,6)QNt'(iJ )Q N *(i^ ) =  0.
(ii) is a consequence of (i) and of the analyticity of W n *(z , δ), Vz £ Sa■ □



The asymptotic computation of the transition probability V21 (ε,δ) as £ -> 0 for two-level 

systems has been studied in details in [11] under the same general hypotheses I to III adapted 
to two-dimensional systems. The method consists in expanding the solution of the Schrödinger 

equation ψ(ί) along the eigenvectors ψ^(ί, δ) as
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φ(ί) cK*>s) exp { - l- Jo e*j(s’ s) *)» (7·6)

where C j ( t ,  δ )  are unknown coefficients to be determined. Then we study the system of equations 

they satisfy

cï(t,S) =  a î2( M ) e x p { ^ Î 2M ) } c ^ ) ,  

δ) = a21(t, δ) exp j  - i  A*12(t, δ),

(7.7)

where

a*jk ( t ,t )= - (v * ( t ,6) p k\t,6)) (7.8)

which is equivalent to the Schrödinger equation. The boundary conditions are

cî(-oc,£) = l, cl(-oo,6) =  0, (7.9)

and

νΖ(ε,δ) = \ο*2(-π,δ)\2. (7.10)

The idea is to make use of the generic multivaluedness of the eigenvalues and eigenvectors at 
the eigenvalue crossing point described above by integrating this system of equations along a 
carefully chosen path in the complex plane going above the crossing point. There are however 
two supplementary conditions. The first is the genericity condition:

A. There exists an eigenvalue crossing point ζ*(δ) which is a square root type singularity for the 

eigenvalues β^(ζ,δ).

Second, we need a technical condition (although crucial, see [11] for examples) expressed 

through the function Δ\2(ζ, δ).

B. There exists a path in the complex plane

t *-*■ 7s(t) € Sa Π {z : Im z > 0} = (7.11)

such that

i) lim Re 75(f) — ±00
t—l - i o o

ii) 75(f) passes above z*(ß)

iii) sup sup e x p ( i lm ( / i ;2(75( e ) , i ) - 4 j2(7 i(f),tf))) O  < °o. (7.12)
e>0 R  I e J

(See [11, condition IV and Eq. (2.56)]). We quote from [11] the
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Proposition 7.1. Under conditions I, II, III, A and B, there exists ε~(β) > 0 such that the transition

provided ε si £*(5).

Remarks. At that stage, ε*(5) and the bound on the remainder 0$(ε) are 5-dependent. We prove 

in the sequel that both the supplementary conditions A and B are satisfied under our assumptions

I to III for 5 small enough, δ sC δ*, with <5* independent of ε. Moreover we show that actually 

the expression ε*(5) is independent of 6 and that the remainder 0$(ε) is uniformly bounded in δ 

(Proposition 7.4).
We first show that conditions A and B are satisfied for Q(z, δ)Η(ζ, δ) and then, by perturbation, 

that they are satisfied for Qn*(®, 5)ίΓ*(ζ, δ) as well. Let us deal with the eigenvalues ej(t,6 ) of 
H(t, δ). Let ψι and φ2 be a basis of the range of Q{0, 0). We define for t £ R

These vectors form an orthonormal basis of Q(t, δ)7ί for (t, 5) close to (0,0). Moreover, they are 

continuously differentiable in (t, δ) and they are analytic in t for δ fixed, by assumptions I to III. 

Without loss of generality we suppose that e\(t, δ) + e2(t, δ) = 0, so that we can write

in the basis {Φι(ί, δ), ip2(t, 5)} with sj, j  = 1,2,3, the spin-1/2 matrices and with the definitions

probability ν2\{ε, δ) for fixed positive δ is given by

'Pixi.z,s) = exp {2Imöi(5)} exp j  j  Im f  e\(z, δ) d z j (l + 0 5(ε)) (7.13)

(7.14)

H(t, 5) I — B(̂ > δ) · s (7.15)

B i(i, δ) = 2Re(V>1(t, <5)1 H(t, δ)φ2(ί, δ)), 

B2(t, δ) = -2Im(V>i(i, 5)|H(t, δ)ψ2(ί, δ)), 

Β3(!,δ) = 2(ψι(ϊ,δ)\Η(ί,δ)φι(!,δ)).

(7.16)

The expressions

(Ψι\f f ( i ,5 )Q M )y i) 

(v?i|Q(i,5)v?i)
(7.17)

and

(φ1(ί,δ)\Η(ί,δ)φ2(ί,δ)} =
(Ψι\Η(ί,δ)(2(ί,δ)φ2(ϊ,δ))

y/(<Pl\Q(t,6)(p1)
(7.18)
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have analytic extensions in the complex plane, so that the same is true for their real or imaginary 
parts considered as real analytic functions on the real axis. Thus the vector field B(z, δ) is analytic 

in z E 5a for all δ Ε Ιδ  and it is continuously differentiable in z and 6. Moreover, as a consequence 
of condition II there exist real limits Bj(±oo,6), j  = 1, 2, 3, which are C l in 6 and an integrable 
decay function b(t) independent of δ such that

sup IBj(t + is, δ) - Bj(±oo, δ)I ^  b(t). (7.19)
|s|<a

This is easily seen from the identity

and Lemma 3.2, for example. Hence the eigenvalues of H (t,6)Q (t,6) are given by the relation

lim ζ0(δ) = 0.
5— 0

Proof. By assumption, p(z, 0) has a double zero at z = 0, since ej(z, 0) is an analytic function. 
Let D(0, r) be a circle of radius r > 0 centered at z = 0 and let us consider

by continuity of ρ(ζ,δ) in z and δ and compactness of 3£>(0, r). Applying Rouché’s theorem 
we see that p(z, δ) has as many zeros as p(z, 0) in D(0, r), counted with their multiplicity. As 

p(t, δ) >  0, V /  6  R ,  if δ >  0 and ρ(ζ, δ) — ~p(z, δ) by Schwarz’s principle, we conclude that there 
exists in D(0,r) a unique simple zero zo(8) of ρ(ζ,δ) with Imzo(<5) > 0. The continuity in 6 of 

z0(6) is proven in a similar way. □

(7.20)

ej(t, 6) =  (- 1)J ^  y/p(i, δ) (7.21)

3=1

is analytic in z € Sa for any δ Ε I δ and is C 1 in (ζ,δ) E Sa x I δ· Let us define the function 

A 12(t, 6) by

(7.23)

Lemma 7.2. For any positive δ small enough there exists a unique eigenvalue crossing point zq(6) 
such that Im zq(S) > 0 and zq(S) is a simple zero of ρ(ζ, δ), /is a function of δ, zo(<5) is continuous 

and

p(z, δ) = p(z, 0) + (p(z, δ) - p(z, 0)). (7.24)

For any r sufficiently small,

\p(z, 0)| > R > 0, Vz E dD(0, r), (7.25)

and there exists 6 small enough such that

\p(z,6)-p(z,0)\<j, Vz E 3Z?(0, r), (7.26)



It follows from this lemma that A i2(t,6) admits an analytic continuation A\2(ζ,δ) for any

z G Sa \ D(0, r). We come to the main proposition of this section.

Proposition 7.2. There exists a path 7g(t), t E R , passing above z q ( 6 ) ,  such that lm A ^ z ,  <5)|7i(f)

is a non-decreasing function of t for a branch of A 12(z, 6) and

lim Re75(i) = ±oo,
ί—*·± 00

inf Im 75(f) ^  h > 0,

sup 17sC01 ^  k 
teR

where h and k are independent of S. Such a path will be called a dissipative path.

We postpone the proof of this proposition to the end of the section and we use it to compute the 

transition probability V2\(e, δ) of the effective problem. Consider now the Hamiltonian H*(z, 6) 

given by (7.1) restricted to Q^*(0,6)Ti. Its eigenvalues coincide with the eigenvalues ej(z,6 ) of 

Η ν ·(ζ ,6) which can be expressed by means of an analytic function p*(z, S), depending on e as

e?(M ) = (- 3 =  1,2. (7.27)

The function p*(z, 6) is constructed in the same way as p(z, 6), by replacing Q(t, δ) and H(t, δ) by 

QNm(t, δ) and H w (t ,6) in (7.16). By perturbation theory and Proposition 4.1, we can write

ρ*(ζ, δ) = p(z, δ) + Ä*(z, δ, ε) (7.28)

where ϋ*(ζ,δ ,ε) is a remainder satisfying

IR*(z, δ, e)| ^  sb(t), Vz = t + is 6 Sa, (7.29)

and b(t) is an integrable decay function independent of <5.

Proposition 7.3. There exists e* and δ*, independent of δ and ε, respectively, such that for all 

ε < ε * ,δ < δ *

i) if δ >  0, there exists a unique complex eigenvalue crossing point Zq(<5) of e*(z, δ), of square 

root type, with Im Zq(<5) > 0 in Sa,

ii) if δ = 0, there exists a unique real eigenvalue crossing point Zq(0) of ej(z, 0).

In any case |zq(5)| < r.

This lemma shows that condition A is satisfied and that z*(6) G D(0, r) V<5 small enough where 

D(0, r) is the circle of radius r > 0 centered at the origin.

Proof. We assume that δ > 0 and we choose ε, independently of δ, in such a way that

Ip,(z, S) - p(z, 6)1 ^  I , Vz G \ D{0, r), V6 G ΙΔ. (7.30)
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As

1 im ej(t, 6) =  ej(t, δ), (7.31)
£—►ο

the real eigenvalue crossing points, if any, must appear by pairs in order to to have e*(—oo, δ) < 0
and e^(+oo,δ) < 0. Remember that ) and Η(ί,δ) coincide at infinity. To show that
actually there is no real eigenvalue crossing point we use

\ρ*(ζ,δ)~ p(z,0)\ < |/>(*,0)| (7.32)

if z G 0.0(0, r), see (7.26), (7.30), and we apply Rouché’s theorem to

p*(z, δ) = p(z, δ) + (p*(z, δ) - p(z, 0)). (7.33)

As there is one double zero of p(z, 0) in 0 (0, r), at z — 0, there are either two simple conjugate 

zeros ζ£(δ) and ζ£(δ) or only one real double zero of ρ*(ζ,δ) in D(0,r). But the latter case must 
be excluded because this corresponds to one crossing only. Recall that a real crossing corresponds 

to a double zero of p*(z, δ) because of the analyticity of the eigenvalues at that point. If δ =  0, 
the same type of argument shows that there is one real double zero z q ( 0 )  of p*(z, 0 ) ,  in order to 
ensure e\(—oo, 0) < 0 and ej(+oo,0) > 0, which corresponds to one real crossing of eigenvalue.

□
With our definitions, we have

Δ Ϊ2(*, *) = - Γ  (7.34)
Jo

which yields an analytic function in S& \ D(0, r). The path of integration is the same as the one 
defining the branch of Δ 12(ζ, δ) considered in Proposition 7.2 (see the proof of that proposition). 

A direct consequence of Propositions 7.2 and 7.3 is that for any 0 < δ < δ* and 0 < ε < ε* we 

can apply Proposition 7.1 to our effective two-level problem. Indeed, we can control the quantity

exp j j im  (z iî2(7sCs),<$) - j (7.35)

where s ^.t, uniformly in 6 and ε (condition B): It follows from (7.28) and (7.29) that

Im Δ*12(ζ, δ) =  Im Δ 12(ζ, δ) + O(e) (7.36)

and by construction ImzA12(z, £) is non-decreasing along 75. Hence (7.35) is uniformly bounded
in s ^  t, ε and 6. We define a loop β based at the origin by the path going from 0 to — r along 

the real axis, from —r to r along 9.0(0, r) and from r back to the origin along the real axis again. 

By Proposition 7.3, Zq(^) does not belong to β, for any δ > 0. To obtain the asymptotic formula 

for ν 2ί(ε, δ)

Τ̂2ΐ(ε, δ) =  exp | j  Im J  e*(z, δ) dz| exp {21m öj(«5)} (l + Ο(ε)) (7.37)

with a correction term O(e) uniformly bounded in δ, it remains to check that along the path

7s(0> we can bound the corresponding coefficients a*k̂ (z,6) defined in (7.8) uniformly in δ and e 

(see [11]).



Lemma 7.3. There exists an integrable decay function b(t) independent of 6 and ε such that 

\a,*kj(z , <5)I ^  b(t), Vz = t + is 6 S f \ D{0, r).

This lemma shows that formula (7.37) is indeed true for our effective two-level problem with a 

correction term uniformly bounded in <5. Its proof is given in Appendix. Let us express V21 (e> <5) 
as a function of H(z, 6) only.

Lemma 7.4.

Im I  ej(z,5)dz = Im [  e^(z, δ)άζ + 0(e2),
Jß Jß

Im θΐ(δ) =  Im 0i(5) + 0(e),

where öj(<5) is defined by (2.7).

Proof. Let us denote the intersection of 9.0(0, r) with the upper half-plane by C f ■ We can replace 
ß in the integral of (7.37) by C f  without altering the formula, so that we have to evaluate e\{z, S), 

on C f , far from the eigenvalue crossing point zq(S). Moreover, as @J(S) is given by

£*(0, 5) = exp { - i0l(<5)}v>2(O, 5) (7.38)

and as the vectors <pj(0, δ) are normalized on the real axis, exp{Im 0Ϊ(<5)} represents the change 

of norm of the analytic continuation of ψ\(ζ, δ) from —r to r along C f. For any z € C f  we can 

use perturbation theory to prove the lemma. Indeed, we have by Proposition 4.1

HN-(t, 6) =  Hit, δ) - eKo{t, δ) + e{I<o(t, 6) - δ))
(7.39)

= Η {ί,δ )- εΚ 0(ί,δ) + 0(e2)

where 0(e2) is uniformly bounded in δ. Let ψ\{ί, δ) be the eigenvector of H{t, δ) for e^t, δ). Then 

e\{t,6) =  exit ,6) - ε(ψ1(ί,δ)\Κ0(ί,δ)ψ1(ί,δ)) + θ(ε2). (7.40)

But the term of first order in e vanishes identically since

Ρ ι(Μ )[3 '(Μ ),ί2 (Μ )]Λ Μ )
(7.41)

= P1{ tJ )Q it ,6)[Q>it ,6) ,Q it ,6)]Q it,6)P1i t ,6) =  0.

By perturbation theory again, we can write the eigenvector φ\{ζ, δ) associated with e\(z, δ) as

ψ\(z, δ) = ιρχ(ζ, δ) + Xl(z, δ) (7.42)

with ||χι(ζ, <5)|| = O(e) uniformly in δ if z 6 Sa \ D{0, r). Denoting by δ) the vector obtained 

by analytic continuation of δ) along C f, we have

exp {21m 6>ϊ(<5)} = ψ\ (r, <5) = φ[(τ, δ) + T i(rJ) (7.43)
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and similarly

exp {21m f l^ ) }  =  ||<p[(r, 6)||. (7.44)

Hence

exp {21m 0^(6)} - exp {2Im0!(6)} < ||χί(Μ)|| = 0(e) (7.45)

and

Im Θ\(δ) =  Im θ^δ) + 0(e) (7.46)

where Ο(ε) is uniformly bounded in 6. □

Summarizing these considerations we arrive at the conclusion:

Proposition 7.4. Under conditions I to III, there exist ε* > Ο, δ* > 0 independent of δ and ε,

respectively, such that for all ε < ε*, δ < δ*,

~Ρ2ΐ(ε,δ) = exp {2Im 0i(6)} exp j j im  J  el (z,8)dz '^(l + Ο(ε))

where the term Ο(ε) is uniformly bounded in δ.

7.1. Behaviour in δ

Let us now turn to the dependence in δ of these quantities.

Proposition 7.5. Assume that conditions I to III hold and consider Im JQ e\{z, 6) dz and Im 0^6) 

defined above. Then
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lim Im / e\{z, 6)dz = 0, 
Je

lim Im0i(<5) = 0. 
i — o

Remark. This last proposition implies that for δ small enough

21m / e\(z, 6)dz 
Jß

< r, (7.47)

t  being the exponential decay rate of the correction term in Proposition 5.1. Thus we have

'Ραίε,δ) =  exp | j im  J  e\(z, δ) d z j exp {21m ̂ !(^)} ( l + 0 (ε)) (7.48)
>ß

for ε and δ small enough. This proves the first assertion of Theorem 2.1.
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Proof. We have

Im f ex{z,6)dz = |lmZ\12(zo(£),tf)|. 
J Q

As p(z, 6) —► p(z, 0) and z q ( 6 ) 0 when 6 —> 0 (Proposition 7.2), we get

lini | Im zi12 (z0(S), 6) | = 0.

Let us introduce W(z, t; δ), ζ φ zq(S), t 6 R, by

iW'(z, t;S) =  i (p[(z, δ)Ρχ(ζ, δ) + Pi(z, δ)Ρ2(ζ, δ)

-Q\z,6) { l- Q (z ,6) ) )w (z ,f ,6)

= L(z,6)W (z,t;6), W (t,t;6) =  I.

(7.49)

(7.50)

(7.51)

The evolution W(z, t ;6) is a generalization of Wn*(z, δ) in the sense that it has the intertwining 

property with P j(z,6), j  = 1, 2, and Q(z, δ) [19, 20]:

(7.52)

(7.53)

(7.54)

W(z, t; ί)Ρ,·(ί, δ) = Pj(z, 8)W(z, <; δ),

W(z,t;6)Q(t,6) = Q(z,6)W(z,ï,6).

We have

φΐ(ζ,δ) = \ν(ζ,0·,δ)φά(0,δ), 

where <pj(0, δ) satisfies

tf(°> Ä) =  ej(0, % j(0 , <5), ||^(0, tf)|| =  1.

As noted previously

||W(r,- γ ;% 3!(-γ,£)|| = exp {Im 0!^)} (7.55)

where the path of integration of W (r , — r, δ) from — r to r is along C ? . Let us show that

W(r, — r; δ) —* W(r, — r; 0) (7.56)

strongly as «5 —► 0. Consider the identity

(W~l (z, -r; 6)W(z, -r; 0) - l)yj

= i j "  W-\z',-r-,6)(L(z',0) - L(z'j))W(z',-r-,0)<pdz'
(7.57)



where z and the path of integration are along C f. It follows from condition I (see Lemma 3.2), 

that L(z,6) is strongly continuous in z and 5, Vz G S f \ D(0,r) so that, by compactness of C f,
L{z, δ)φ tends to L(z, 0)<̂  uniformly in z G C f  when δ —> 0 and

sup ||W(z, — r; 5)|| ^  w, sup ||W-1(z, — r; 5)|| ^  w. (7.58)

Now, the set of vectors

{W(z',-r·, 0)φ; z' E C f}  (7.59)

is a compact set in H  because W(z', —r; 0) is continuous in z' so that we apply Lemma 3.4 of the

introduction of [20] to obtain

lim sup I (L (z , 6) - L(z , 0 )) W _ 1(z'> -r; 0)y>|| = 0. (7.60)
5_>0 z’ec+

As a consequence

\{W(z,-r;0) - W (z,-r; 5))y?||

^  II W(z, - r; 5)|| I {W~\z, - r; S)W(z, -r; 0) - I)<p\\ (? 61)

^  vJ2nr sup || (L(z', δ) — L(z , 0)) W _ 1(z, —r; 0)<,σ|| 

z'ect

showing that W(z, — r, δ) is strongly continuous in 5 on C f. Moreover, we can construct a 

normalized eigenvector φι(—r, δ) of # (—r, 5) which is continuous in δ by

(- r -  Pq(-r, 5)y>1(-r,0) ( v
ψΐ\ Γ>δ) — « . .. . . . (7.62)

(φι(-Γ, 0)| ̂ ( - r ,  % > i(- r, 0))

where H{—r, 0)y>i(-r, 0) = e ^—r, 0)<pi(-r, 0). Hence the estimate

IIW(z, -r; 5 )^ (- r , δ) - W (z,-r; ϋ)Ψι{-τ, 0)||

^  II {W(z, —r; δ) - W(z, -r; 0))ν ι (-Γ, 0)|| (7.63)

+ llw (z> - ^i(-^°))|| 

from which follows that

W(z, -r; δ)Ψι(-ν, δ) -h. W (z ,- r; 0)y>i(-r, 0) (7.64)

as δ —> 0. Since for 5 = 0, W(z, — r;0) is analytic for any z in D(0, r), W{+r, — r;0) integrated 

along C f  coincides with W{+r, —r; 0) integrated along the real axis. Thus this operator is unitary 

and we have ||iy(+r, —r; 0)^>i(—r, 0)|| = 1, which together with (7.55) imply
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7.2. Expansion in δ

Let us finally turn to the last assertion of Theorem 2.1 which deals with the actual computation 

of Im J/3 e1(z ,6)dz and Im 6̂ (6) to the lowest order in δ, when hypothesis IV is fulfilled.

Proposition 7.6. Under hypothesis I to IV we have

2 Im J  ei(z, 8) d z = - 62^ ( ^ - Ç j { l  + 0(δ)),

2Im#i(<5) = 0 (6).

Proof. By condition IV we have

p(z, 6) = a2z2 + 2c6z + 0ζδΔ + R$(z, δ)
2 c2

with

where R$(z, δ) is analytic and satisfies

|ä3(M)| o ( | * 2| + *2)(m  + 6)

(7.66)

(7.67)

(7.68)

for k some constant. There will appear several other constants in the sequel, which we shall denote 

generically by the same letter k. Let Cxs be the circle centered at the origin of radius χδ, where 

x is some real parameter independent of δ. We can write

I  a2z2 + 2c6z + b262\ =

z +
c6

b2 - C~,

(7.69)

If x is large enough, χδ > |c|δ/α2, and we have for any z E Cxs

z +
οδ

Z\ -
c6

Thus we can always choose x sufficiently large so that

z +
c6

b* - c-
αΔ

where k is independent of δ and arrive at the conclusion that for any z E Cxg

I a2z2 -f- 2c6z + b262\ ^  fc<52,

(7.70)

(7.71)

(7.72)



whereas

|ä30 , 6)| ^  kê3

on the same circle. By applying Rouché’s theorem for δ small enough we have that
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οδ . a2b2 — c2
a

„2 „2 , I i.2c2

6,

(7.73)

(7.74)

the zeros of a 2 + 2c6z + b δ , and ζο(δ), z0(<5) are in Cxs■ Moreover, Vz e Cxs,

yjρ(ζ, δ) =  J a 2z2 + 2οδζ + b262 ̂ 1 + — Ri(z,S)

2z2 + 2 οδζ + b262 (7.75)

=  y/a2z2 + 2οδζ + 62<52(l + /i(z, 6))

where |Λ(·?, i)Uecai ^  &<!>> since 

R 3(z ,6 )

a2z2 -f- 2c£z + &2d>2 

From these last estimates we can write

(7.76)

2 Im /  ei(z, 6) dz = —Im /  y/ p{z, δ)άζ
Jß Jets

= —Im ί λ/ α2ζ2 + 2 c6z + 6262 dz + Ο (δ3).

(7.77)

Finally, we compute by deforming the path of integration to a vertical segment going from z = 

ReC+ to z =  C+ and back to z = Re C+,

Im

Jets

2z2 + 2 οδζ + 62«52 dz

r-̂ -y/a,2b2-c2e I / 2\

= -2i “ v(‘2-^)b2 -- ^ ) i 2 — y2a2 dy =

(7.78)

To bound Imö^ifi) by a term of order δ, we need a little more work. Let us consider the explicit 

formula for Im # ^ )  in terms of the matrix elements of H (t,6) which is derived in [15]:

Proposition 7.7. Let ipj(t, δ) and Bj(t, δ), j  =  1,2,3, be defined by (7.14) and (7.16), respectively,



and assume that conditions I to III hold. Then

t a /c\ t f  Β 3(ζ,δ){Βι(ζ,δ)Βι2(ζ,δ) - Β2(ζ,δ)Β[(ζ,δ)) λ
Im 6Uδ) = Im / ------ ; /... ......................... .......... -dz

Ja 2y/ρ{ζ, δ){Β\{ζ, δ) + Β\(ζ, δ))

+Re / ί f f  δ\\ ( WA*’β)) ~ (ψά*’ δ)\ι&(ζ>6)))Je \2^ρ (ζ ,δ )

+  ( ψ ι ( ζ >  { ) )

2y/p(z, δ)

Β ^ζ,δ ) - ϊΒ2(ζ,δ) , ί ,

+  Ô  Γ - τ - π  W 2 ’  δ ^ ζ >2y/p(z, δ)

where the path σ encircles 2t0(<5) and contains no zero of B 2{z, δ) + B2(z, δ).

Our condition IV implies that the analytic functions Bj{z,6) defined by (7.16) have the form 

Bj(z, 5) = ajz + bj6 -f R2(z, δ) (7.79)

where the real constants a j  and bj  satisfy

3 3 3

Σ  a2 = a2, Σ h) = &2> Σ  ai bi = c’ (7·80)
j = l  j = 1 j =  1

and R 2(z, δ) is a rest of order two in (z, δ). Again we shall replace the path σ by C^s since on the 

real axis, the integrals in Proposition 7.7 do not contribute to Im0i(5). But here some care must 

be taken for the first integral since the integrand has poles at the zeros of B\{z, δ) + B2(z, δ). But 

this is not the case for the other integrals in which the replacement of σ by C^s is justified. As 

on c i  we have (see (7.72))

|V7>(M)| ^  Κδ, \Bj(z,6)\ < kb, and \(φ^)(ζ,δ)\ ^  k, (7.81)

we immediately obtain

lme'm=lmLsi j ë r ^ âz+oii)· (7 -8 2 )

To deal with the first term, we introduce

a = \Ja\ + a\, β = \Jb \ + b\, and 7 = + a2b2. (7.83)

By the Cauchy-Schwartz inequality these quantities satisfy |γ| ^  aß. Actually, we can assume 

without loss of generality that

0 < |7 | < aß. (7-84)
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Indeed, the equality |-γ| = aß implies 

al = yb i, a2 = yb2 (7.85)

for some y φ 0. This cannot be the case for any couple of indices since it would imply a3 = yb3 
as well, in contradiction with the condition |c| < ab. Thus we can always perform a change of 

basis vectors, which amounts to write H(t,S)Q(t,6) in a new basis 6), S ^2(t, £)} instead

°f {Ψι(ί·>δ),ψ2(ί,δ)}, where S is a constant unitary matrix, so that the components of the new 

field are such that (7.84) is verified. With these definitions and (7.79) we can rewrite

B\(z, δ) + Bl(z, δ) = a2z2 + 27δζ + β2δ2 + iü3(z, δ). 

As previously we have, for z G C^s

I a 2 z2 + 2η δ z + β2δ2\ ^ a . + 1 ! ß2 - 1-
OL

where

a
7 6

Z + 1 2 > a I x _ MY
a 2 J

δ Ζ > β 2 ~ Ί δ2,

provided χ is large enough, so that

\a2zZ + 27δζ + β2δ2\ ^  k62.

Hence,

I Ä3(z, δ) I ^  k S 3 < kÖ2 ^  I a 2z 2 + 2η δz + β2δ
o2 c2 1

(7.86)

(7.87)

(7.88)

(7.89)

(7.90)

for δ small enough, Vz G C^s. Then it follows from Rouché’s theorem that B2(z, δ) + Β 2(ζ,δ) 

has as many zeros in C*s as a 2z2 + 2ηδζ + β2δ2, i.e., two ζ0(δ) and ζο(δ), counting multiplicities. 

Indeed, the roots of a 2z2 4- 2ηδζ + β2δ2 are given by £±,

£± = ± jV ^ ß 2 - ! 2 g (7.91)

which belong to Cxs if x is large enough. Note that due to (7.84), Im £+ > 0. Now we can replace 

the contour of integration σ in (7.82) by C*s, provided we take the residue at Co( )̂ into account.

Consider first the case where C o ( ^ )  Φ C o ( ^ ) ·  Since ImCo(5) > 0, we have

. m w  - m ) )

L
+ Im (α 3Z + 63<5)(a2&i — αφ 2)δ + -R3(z, i)

c+t 2y^-z2~-̂ 2cFz~-\-~b2F2 (a2z2 + 2ηδζ + β2δ2 + i 23(z, <5)) (l + /i(z, £))

(7.92)

dz
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where \h(z, <S)| ^  k6 (see (7.75)) and Res(/, z0) is the residue of f(z ) at the point zq. In view of 

(7.89) and (7.75), we can estimate the remaining integral by

Im L
(α3ζ + &3<5)(a2i>i - axb2)6

C+ 2 a 2z 2 +  2c6z  -f b262 (a 2z 2 + 2-ySz +  ß 262)

+ 0 (6) (7.93)

when δ is small. The integrand is now singular at £+ and £+ only, which both belong to C*s, 

when x  is large. Thus we can replace the contour of integration C ^ s by C ^ ,  the half circle of 

radius R, which will ultimately tend to infinity, since on the real axis the integral is real. On C ^  

we have the estimates

\a2z2 + 2c6z + b2621 = \z2\
2 2οδ b262 

a Η------ 1--- r—

and

Ia 2zZ + 2ηδz + β2δ2\ ^  k(6)R2

which imply

J,
(a3z + i>36)(a2&i - axb2)6 m

R '' C j  2\ Ja2z 2 + 2c6z +  b262 (a 2z 2 -f 2~fδ ζ  + β 2δ2)

Taking the limit R —> oo we are left with

Im .lW  =  Co(i) , ) + 0 ( i).

The residue is given here by the formula

Β3(ΒΧΒ '2 - B2B[)

4^ p ( B xB[ +
Co(i)

_  (.BxB'2 - B 2B\)

1 4(BXB[ + B2B>2)
Co(i)

εχε2
i(B2B '2 + BXB\) 

4 (BXB[ + B2B>2)
U S )

=  ^ 4

where we have used the fact that

O  / C N  r\ , r , 2  I

Β 2χ{ζ0(δ),δ) + Β 2{ζ0(δ),δ) = 0,

so that

V p« o(S),6) = ^ Β 2(ζ0(δ),δ) = εχΒ3(ζο(δ), δ) 

where εχ = ± 1  and

Β χ(ζο(6),δ) = ε2ίΒ2(ζ0(δ),δ)

(7.94)

(7.95)

(7.96)

(7.97)

(7.98)

(7.99)

(7.100)

(7.101)
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Fig. 3. The integration path j UT.

with £2 =  ±1 as well. Hence

Im #!(<$) = 0(6). (7.102)

Consider now the case (o(<5) = Co(<O· We come back to (7.82) and we use the fact that B j(z ,6) =  
Bj(z, 6) by Schwartz’s principle, and that ζ0(δ) is a simple zero p(z, 6), to write

= 2(̂ (V 4>i)+OW <7-i03)
where σ U σ form a closed path surrounding zo(<5) and zo(<5) (see Fig. 3). By the same argument 
as before, we have

Im S ,(S )  =  π  Re  (R e s  (  ^  ■ Co (< ) )  )  + O ( i ) .  (7.104)

The residue is now given by

d f B3(B iB'2 - B 2B'l)\______1
dz\ 2^/p )  £_(B 2

(7.105)
Co(5)

since ζο(δ) is a double zero of B\ + B2. Moreover, as it is located on the real axis, this implies 

Βι{ζο(δ)) = B 2 {C o (6 ))  = 0 . (7.106)

Thus

d f B 3(B lB ,2 - B 2B\)

d z \ 2 y/p
= 0 (7.107)

Co(i)
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Fig. 4. The level lines Imz2 =cst.

and

ImÖ!(6) = 0(6). (7.108)

This last assertion ends the proof of Proposition 7.6. □

To bring the proof of Theorem 2.1 to an end, it remains to show the existence of the dissipative 
path 7 s of Proposition (7.2).

7.3. Existence of a dissipative path 7s

Proof of Proposition 7.2. To prove the existence of a dissipative path 75 for A\2(z, 6), we first

show that there exists a dissipative path 70 for Δ 12(ζ, 0). When (5 = 0, the function

^ 12(2,0) — f  (ex(u,0) —e2(u,0))du = — [  y/p(u, 0)du (7.109)
Jo Jo

is analytic in a neighbourhood of the real axis and behaves as z close to the origin. We select 

the branch of the square root by requiring / Ι ^ ,Ο )  > 0 if t < 0. The Stokes lines given by the 

level lines

lm A n (z,Q) = 0 (7.110)

are homeomorphic to the lines depicted in Fig. 4 in a neighbourhood of z = 0. As a consequence, 

there exist in this neighbourhood two points zx and z2 above the real axis such that

Im A\2(z\, 0) = —x,
(7.111)

Im ̂ i 2(*2, 0) = +x



with x > 0 small, which are connected by the level line

Re Δχ2(ζ, 0) =  Re Δ ι2(ζι,0). (7.112)

Then, the idea is to take χ small enough, and to complete this segment on the left by the level line 

Ιπ\Δί2(ζ, 0) =  — χ and on the right by Im Δ\2(ζ, 0) = +χ which connect z\ to —oo in SQ and>2 
to +00 in S a ·  If we can find such a χ ,  we have at hand a path 70(f), whose parametrization can 

be chosen such that 70(^1) = zl5 70(^2) = z2 which is dissipative for Δ 12(ζ, 0) (see Fig. 5). 
Indeed, we have for any path

^  Im Δ  12(70(0 » °) = - Re 70(f) Im y/p(70(f), 0) - Im 70(i) Re y/p(y0(t), 0) (7.113)

and

^  Re ̂ 12(70(0 » 0) = - Re 70(f) Re y/p(70(f), 0) + Im 70(f) Im y/p (j0(t), 0). (7.114)

Thus, if we choose for f € [f 1, <2]

Re 70(f) = - Im y/p(70(t), 0),
(7.115)

Im 70(f) = - Re \Zp(j0(t), 0) 

then equation (7.114) is identically equal to 0 and

^  Im Δ 12(7ο(0, 0) = I Æ P f  > cf > 0. (7.116)

We can continue this path on the left and on the right as described by using the following

Lemma. For any μ > 0, there exists 1/ > 0 such that on

F± = {z: Rez ^  ±μ, |Imz| ^  1̂ } 

the function Δ ι2(ζ, 0) is bijective.
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Fig. 5. The dissipative path γο·
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Proof. Let μ > 0. By continuity of p(z, 0) and condition III, we can chose v sufficiently small to 
insure Re \/p(z, 0) > R  > 0 for any z € F~. Let us consider the rectangle R-(L) whose border 
is defined by

3R-(L) = 3 (F- \ {z: Rez < -L}). (7.117)

Along its horizontal segments we have that

R e ^ !2(i ± i^) = Re ^ ! 2(—̂  ± i^) + f  dx Re λ/  p(x ± \v) (7.118)
J - μ

is strictly monotonie. Similarly, along its vertical segments

Im ^ 12(—μ ± is) = Imzü12(-//) ± /  dy R&^/ρ(-μ ± iy) (7.119)
J o

and \mAi2(~L ± is) are strictly monotonie as well. Thus the image by A i2(z, 0) of 3R-(L) is 
a simple closed curve so that we can apply the argument principle which shows that id12(z, 0) is 
bijective on R-(L). Since the length L of the rectangle is arbitrary, this proves the first assertion 

of the lemma. We proceed similarly for the positive part of the real axis and F+. □

We shall assume from now on that the width a of the strip Sa is smaller than v. Now that we

have constructed a dissipative path for Δ 12(ζ, 0), we show that there exists a dissipative path for

Δ 12(ζ, δ) close to it. Let D(0, r) be the disc centered at the origin whose radius r is such that 

D(0, r )f l7o = 0 and let S+(v) and S-(v) be tubular neighbourhoods of η0(ί) for t > t2 and t < t u 
respectively, defined by their boundaries. These boundaries are given by the level lines

dS-(v) = {z: R e ^ 12(z,0) ^  ReZi12(zi,0), Im Δ 12(ζ, 0) = -χ ± υ}
(7.120)

U {z: Rezii2(z,0) = Rezii2(zi,0), | ImZi12(2, 0) + χ| ^  υ}

and dS+ (v) is defined similarly (see Fig. 6). We choose v sufficiently small so that

S±(v) Π D(0, r) = 0 . (7.121)
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Consider the multivalued function

Δ η (z,S) =  — [  V p(u> f>) du· (7.122)
Jo

When restricted to

S+ \ D{0, r) = (Sa\D(0, r)) Π {z: Im z > 0}, (7.123)

Δ ι2(ζ, S) is an analytic univalued function provided 6 is so small that

|*o($)| < r. (7.124)

We fix a branch of Δχ2(ζ,δ) by requiring that the path of integration in (7.122) follows the real

axis from 0 to —r and that Δχ2(ί, δ) > 0 for f < —r.

Lemma 7.6. Let Δ \2(z, 0) and Δγι(z, S) be defined as above, and let z £ S£ \ D(0, r).

lim Im Δ\2(ζ, δ) = Im Δ ^ (ζ , 0) uniformly in z G S& \ D(0, r). 
δ—►o

Proof. We first show that p(z, S) tends to p(z, 0) uniformly in z. Let ε > 0 and consider

IP(z, S) - p(z, 0)| ^  Iρ(ζ, δ) - p(±00, tf)| + |p(±oo, δ) - p(±oo, 0)|

+ |/3(±oo, 0) — p(z, 0)|.
(7.125)

(7.126)

It follows from (7.19) that there exists Tie) > 0 such that for any t ^  Τ(ε)

\p(t + is, δ) -p(±oo,$)| < |,

|ρ(±οο, 0) - p(t + is, 0)| <

Since p(±00, δ) is continuous in δ, there exists <$ι(ε) such that δ < δχ(ε) implies

|p(z, *)-/>(*, 0)1 < §  + §  + §  (7.127)

for any |f| ^  Τ(ε). Now the set

5a \ (% 0 )U f l± (T (£))) (7.128)

where

D±{T(e)) = {z: Rez £  Γ(ε)} (7.129)

is a compact set, so that ρ(ζ, δ) is uniformly continuous in (z, <5) for z in this set and δ € I  a . Thus

there exists 62(ε,Γ(ε)) such that if | Rez| ^  Γ(ε),

\ρ(ζ,δ)-ρ(ζ,0)\<ε (7.130)
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if 6 < (e,T(e)). Since S t \ ^(0, r) is simply connected and contains no zero of ρ(ζ,δ) for any
small δ (see (7.124)), the analytic function yjp(z, δ) tends to yjp(z, 0) uniformly in z £ S£\D(0, r), 

provided we select the suitable branches for the square roots. Our choice is y/ pit, δ) and yjpit, 0) 

positive if ί < — r. Consider now

Im Δ 12(ζ, δ) -  Im Δ 12(ζ, 0)| = I Im [ (y/p(u,6)~  yj p{z, 0)) du
I Jo

(7.131)

Let z = t + is e Sa \ D(0, r). If t ^  —r we can choose a path of integration going from 0 to 
t < —r along the real axis and then vertically to t + is. If t ^  — r we take a path from —r to t 

following the boundary of D(0, r) and the real axis, if necessary, and then a vertical path to t + is, 

see Fig. 7. Along the second path for t > r, for example, we have

Im Δχ2(ζ, 6) — Im Δ 12(ζ, 0)| ^  nr sup y/p(r exp{i#}, δ) — y/p(r exp{iÔ}, 0)
*€[0,π]

+ a sup
|sl<a

y/p(t + is, δ) - y/p(t + is, 0)

(7.132)

where the second member tends to zero uniformly in z — t + is as δ tends to zero. The result is 

the same when t ^  r. □

As a consequence of this lemma we can assume that δ is small enough so that we have

\p(z,6)- p (z ,0)\ ^  | ,  V z6 Sa \D(0,r), (7.133)

where 0 < R  =  infie5oi\D(o,r)/>(z, 0) and

I Im Δ 12(ζ, 6) - Im Δ 12(ζ, 0)| < Vz £ 5+ \ D(0, r). (7.134)

Hence the level line

Im Δ ί2 ( z , δ) =  Im ̂ 12(21, δ) (7.135)

Fig. 7. Particular integration paths.



cannot cross the level lines

Im Δ 12(ζ, 0) = - χ ± υ  (7.136)

since this would imply

\lmAl2(zl J ) - I m A 12(z1,0)\ =  v > ^ .  (7.137)

Moreover, the line

Im Δ 12(ζ, 6) - Im A l2(zu δ) (7.138)

cannot cross the segment

{z: RcA 12(z,0) = R zA 12(z1,0), | Im A 12(z, 0) + χ| < v j (7.139)

if δ is small, except at z = z\. Indeed, for δ small enough Α'η (ζι,δ) φ 0, so that A\2(z, 6) is
bijective in a 6-independent neighbourhood V of zj. Moreover Δ 12(ζ,δ) tends to A 12(z, 0) which

has the same property in V so that we can conclude. Note that a level line

Im Α 12( ζ , δ) - est (7.140)

is given by the solution 7 (f) of the following differential equation

^  Im A\2(j{t), δ) = 0, (7.141)
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i.e.,

Re 7 (f) = Re y/p(~f(t), δ), 

Im 7 (f) = - Im \ / δ).

(7.142)

Thus

A  ReZ\12(7 (f), δ) =  |/>(7 (f),*)| > -R > 0 (7.143)

which implies that | Re/A12(7 (f), 6)| is strictly increasing along 7 (f). Hence the level line

Im Δ 12(ζ, δ) =  Im A 12(zu δ)

leads from ζχ to —00 in ^ ( υ ) .  Moreover, |7 (f)| = \\/ρ(η(ϊ), 6)| is uniformly bounded in δ. 

Finally, we have along 70(f) for f 6 [f 1, f2]

^  Im Α η (η0(ί), δ) =  — ̂  Re 70(f) Im VXtÖCÖ^) + Im jo(t) Re y/p(70(f), 6)) (7.144)

which is strictly greater than zero if δ is sufficiently small, since \/p(z, δ) —> y/p(z, 0) and by 

construction

^  Im Z\12(7o(f), 0) > d > 0 (see (7.116).

Hence, the path 75 defined by

{
 Im Δ ί2(ζ, δ) — lm A i2(z i,6) from — 00 to zj,
70 from Ζ] to z2, (7.145)

lm A n (z, δ) = Im A l2(z2, δ) from z2 to + 00

is dissipative for Δ 12(ζ, δ) and has all the properties announced in the proposition. □



A. Joye / Proof of the Landau-Zener formula 

This completes the proof of Theorem 2.1 as well. □

A. Technicalities

Let us introduce different norms. Let ψ G D. We define for z G Sa and δ G I δ

IMks = IMI + 
I M k i  =  IM I +

247

(A.1)

The domain D equipped with any of these norms is a Banach space we shall denote by X x>$, 

respectively, X±ts- By the closed graph theorem we have for any z, z' G Sa and δ, δ1 G I δ

Η (ζ ,δ )6 Β(Χζ’,5>,Η), 

the set of bounded linear operators from X z to 7i. Similarly

H (z ,6) e B (X ±,s.,H),

Η^(δ) G B(Xziβ/,Ή),

Η ±(δ) G B(X±,s',n).

We denote the norms in these spaces of bounded operators by

III· Hi*',Î' and II!· HU,5,

The norms in X Zts are related by

IMU* < (1 + \\\H(z,̂ )lIU',i')Il't'IU',?'

where z or z' can also be replaced by + or —.

(A.2)

(A.3)

(A. 4) 

(A-5)

Lemma A .I. Under the assumptions I and II, there exists a constant M , independent of z, z G Sa 

and Ö, δ' G I δ such that

max {\\\Η(ζ,δ)\\\ζ^ , \\\H(z, «5>f||±)5s | | | F * « ^ ,  | | ! ^ ) | | Μ  < M

and there exists an integrable decay function b(t) and a positive constant B, both uniform in δ, 

such that for all ψ 6 D

9 z
H(z, δ)ψ

h***»

=  %>|| ^  b(t)\\φ\\ζ',5',

€ B\ ζ',δ1

t',S'

for any z = t + is, z' G Sa and δ, δ1 G I I j.



The proof of this lemma is given at the end of the appendix.

It follows from Lemma A.l that

II (H(z, S) - Hit, 0)H| ^  II (H(z, 6) ~ H it, ί))φ\\ + II {Hit, 6) - H(t, 0))̂ ||

ii {\z-t\b(t)+ SB) |M|*f0

so that, for λ G Tit, 0),

||(tf(z,<S)-Zf(i,0))Ä (i,0,Ä)|j

^  (\z - t\b(t) + SB) (||i?(f, 0, λ) II + II Hit, 0)R(t, 0, λ)||)

=  (\z^t\b(t) + 6B)d(t,X).

Now, if (Iz — i|6(<) + SB)d(t, Λ) < 1 we have the identity

R(z, S, Λ) - R(t, 0, λ) = -R(z, 6, X)(H(z, 6) - H(t, 0))R(t, 0, λ) 

hence λ 6 T(z, 5) as well and

WR(-Z’ S’ λ)ΙΙ < ί - (μ  - t|i(t)+ λ)’

||Ä(z, δ, X) - R(t, 0, λ)Il < ||ä(<, 0, λ ) ! ^  ^  + β β ^ χ γ

Similarly, if | Rez| >  1, we use condition II, Lemma A.l and (A.5) to write

II (H(z, δ) - £T±(0))¥5|| ^  II {H(z, δ) - + II (h H s) - f f±(0))^l

si &(*)IMI±,s +  <$#!M!o,o 
^ ( l  + M){b(t) + 6B ) M ±>0

where z — t + is. Thus if λ G Γ(±, 0) and (1 + M){b{t) + SB)d(±, X) < 1 where

d(±,\)= ||ä(±,o,ä)|| + ||ä'±(o)ä(±, ο, λ)||,

then λ G Τ(ζ, 6) as well and

iip/ c χ χ π ________ ||.R(±,0, A )[|
IlR{z, δ, A)|| ^  1 _ ç l + M)(b(t) + 6B)d(±, λ)’

l l^ ,M ) - Ä (± ,o ,A ) | |  « Il m,  ο. Λ) Il -,
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(A.6)

(A.7)

(A.8)

(A.9) 

(A. 10)

(A. 11)

(A. 12)

(A. 13) 

(A. 14)
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Proof of Lemma 3.1. From (A.14), there exist T > 0 and Γ+, Γ- G Sa such that

Q(t, 0) = - - L ( /  R(t,0,X)dX 
2m Jr±

(A. 15)

if t ^  ±T. Then from (A.10), if t G [—T, T], the path used in (3,2) can be chosen locally 

independently of t. Thus by compactness of [—T, T], we can define Q(t, 0) for any i 6 R by 

choosing Γ  among a finite set {Γ,·: j  = 1 , . . . ,  n} with Γχ = Γ_ and Γη = Γ+. The length 

of these paths is bounded by |Γ| and they satisfy distjTj, σ(£)] ^  η > 0. As a consequence, if 

λ e JPj G T(t, 0) for some time t,

for T large, we have that Pj C T(t + is, 6), respectively, P± C T(t + is, δ), as well so that the 

spectrum is still separated in two pieces. □

It is now possible to give the

Proof of Lemma 4.1. Let t G R and let Ft G {Γ;·: j  = 1, . . . , n} such that Ft G T(t, 0). By the 

choice (A.17) of a and Δ, we have that Γ* G T(z, 6) VS G Ιδ  and Vz G D(t,r), provided r < a. 

Thus it follows from (A.9) and (A. 13) that there exist an N  such that

where K  is independent of 6, X and t. We assume that a and Δ  are so small that the preceding 

lemmas hold.

d ( t ,  λ) ^  1 + !± M  < OO, Vi G R.
V

(A. 16)

Then by choosing a and Δ  so small that

(A.17)

and

(1 + M)(b(T) + Δ Β )Κ  < 1 (A. 18)

sup sup sup )|â(z, δ, λ) || ^  N. 
teR zÇD(t,r) \ert

(A. 19)

□

For later purposes we define

d(i, δ, λ) = Il R(t, δ, λ)|| + Il H(t, 6)R(t, δ, Λ) ||. (A.20)

It follows from the foregoing that for any λ G Fj C T(t, δ) 

d(t, δ, X) ^  K  < oo, (A.21)



Proof of Lemma 3.2. For a fixed z £ Sa and Λ £ T(z, 6) we have the strong derivative (see, e.g., 

[20, Chapter II, Paragraph 1]).

A  R(z, δ, X) m — R(z, 6, X) A  H (z, 6)R(0,0, î)(F (0 ,0) - i) Ä(z, 6, Λ) (A.22)

where the bounded operators R (z,6,X), (9/9<S)//(z, S)R(0,0, i) and (H (0,0) — i)R(z,S,X) are 

strongly continuous in 2 and δ. Indeed, this is easily seen for R(z, S, X) by considering iden

tities analogous to (A.10) and this is true by hypothesis for (d/d6)H(z, S)R(0,0, i). Finally, 

(H (0,0) — i)R(z, δ, X) is the inverse of the bounded operator (H(z, 6) — X)R(0,0, i) which is con

tinuous in norm, as can be seen from estimates of the type (A.6). Thus, by Lemma 3.7 of the 

introduction of [20], (H (0,0) — i)R(z,S,X) is bounded and even continuous in norm. Hence the 

strong continuity of (9/96)Ä(z, δ, X) and of (9/9z)R(z,6,X), by similar considerations. These 

properties are true for the projector Q(z, S) as well by passing the derivatives under the integral of 

the formula in Lemma 3.1. We now turn to the second part of the lemma. Consider the identity

R(z, δ, λ) - R(±, δ, Λ) = -R(z, 6, X)(H(z, δ) - H ±(6))R(±, δ, Λ). (Α.23)

With condition II and Lemma A.1 we obtain

||Λ(ζ,ί,λ)-Λ(±,Μ)|| «  ||fl(±,M)|| t ^ φ Χ Α )  (A'24)

for z =  t + is, |fI large with the definition

d(±, δ, Λ) = ||i£(±, δ, λ)|| + |]iZ'±(6)i£(±, δ, λ)||. (Α.25)

This defines the integrable decay function The estimate on the derivatives are consequences

of the Cauchy formula. We define the projector Q(z, 6) by using the finite set of paths Fj, introduced 

in the proof of Lemma 3.1. If λ G Fj we obtain from (A.24) and (A.21)

__2

II R(z,6,X) - Ä(±, δ, Λ)[J ^  ^  K 'm  (A.26)

if |tf| is large enough. This estimate and the Cauchy formula finish the proof of the lemma. □ 

Proof of Lemma A .I. By definition

|||iï(z,i)|||«,5, =  sup H i M .  (A.27)
φζΰ ΙΜΙζ',ί'

We first show that

\\\Η(ζ,£)\\\ζ%δ'^ Μ (ζ ',δ ') ,  (A.28)

where M (z ',6l) is independent of z and δ. As H(z,S) is strongly C 1 in Β(Χζ>;β’,Ή), \\Η(ζ,δ)φ\\ 

is continuous in (z, δ) G Sa X I δ , so that

IIH(z, δ)ψ\\ ίΞ Μ\(φ), V(z, δ) G «  x Ιδ , (A.29)
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where ω = {z £ Sa· |Rez| ^  T} is compact. By applying the uniform boundedness principle 
[20] we obtain the estimate

(A.30)

Suppose z does not belong to ω. Then by condition II and by the uniform boundedness principle 

again we have

!·» (« ,<V| «  W ( M  + + ||ii±(%||

i  supi>(t)(|M| + Μ ±(φ)) + Μ ±(ψ) ί  Μ2(ψ )
(Α.31)

for some Μ 2(φ). Here we have used the compactness of I&. As a consequence, there exists 

M 2(z', δ') such that

(A.32)

and it remains to take M{z', S') = max(M1(z/, S'), M2(z', δ')) to obtain (A.28). Note that zf can be 
replaced by + or — in (A.28). Using the Cauchy formula, we immediately get

so that

\\{Η(ζ!,δ) - Η(ζ2,δ))φ\\ <: \z\ - z2\N(z ,δ’)\\φ\\ζΐίδι

(A.33)

(A.34)

for any zly z2 in a convex subset of Sa- We need a similar estimate for the variations of δ. By 

assumption, (9/9δ)Η(ζ,δ)φ is continuous in (z, S) G Sa x 1^ and we show that

(9/9S)H(z, 6)R (z, 6',X)

is bounded as an operator from TC to 7i, if λ G T(z', δ!). Indeed, by the closed graph theo

rem H(z, 6)R(z\ 6', λ) is bounded and strongly continuously differentiable in δ, so that Banach- 

Steinhaus theorem [20] implies that (9/96)H(z,6)R(z',6>,X) is bounded as well. Thus we have

—  H(z, δ)φ
d s

—  H(z, 6)R(z , 6 , X)

96
H(z, 6)R(z\ δ', X)

{\\Η{ζ·,6')Ψ 1| + |λ||Η|)

(1 + |A|)||v>W

(A.35)

so that

~ H ( z ,6)e B (X z,tS,,'H). (A.36)



Then, by condition II and the uniform boundedness principle again, there exists N(z', 6') such that 

9
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Η(ζ,δ)φ
95

which implies

II - Η (ζ,δ2))φ II ^  - 62\Νψ,δ')Μ\ζ',Β>·

From (A.34) and (A.38) the estimate

II(Η (ζ 1 ,δχ)- Η { ζ 2,δ2))φ\\ < {\zx- z 2\ + \61 -S 2\)C{JJ)\W\m 

follows, where C{z', S') = max(A^(z/, 6'), N(z', S1)). Putting (z1, S’) =  (zj, Si) we get

IM \z2,s2 < \]ψ\\zuS, + (\zi - z21 + I«! - δ2\)ΰ(ζϊ,δχ)\\ψ\\ζ^ ν

IM I«1Â  <  I M k « 2 +  ( k  -  z2\ +  j(5j -  S2l)C fatSi)\\φ\\ζι^

(A.37)

(A.38)

(A.39)

(A.40)

hence

1 + (k l — z2\ + \Sy — 62\)C(zu  <5j)
(A.41)

Ι*ιΛ ^  1 - (|zi - z2| + («5Î - 52|)C(^, <5])'

These relations show that the application |||-|||z,s is continuous in (z, S). Let A belong to Β(ΧΖίξ,Ή).

so that

Similarly

so that

IM\  < ΙΙΙΑΙΙΙν, ΙΙνΙΙ^

^  lll^lll*2,52(i + ( k  - *2I + l*i - f e l ) ^ i r ^ ) ) lb lU iA

^  \\\a \\\Z2,s2(i + (\Zl -  Z2 1 + 15! -  s2\ )C(zM)·

(A. 42)

(A. 43)

(A. 44)

(A.45)
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which tends to zero as (z2,S2) —* (ζ^όι). Finally, from (A.45), (A.28) and (A.39) follows the 

estimate

- \\\Η(ζ2,δ2)\\\ζ,Λ  ^  \\\Η(ζ2,δ2)\\\ζ,!6, - \\\Η(ζ2,δ2)\\\ζ,Λ

+ \\\Η{Ζι,δ Μ ,'Λ -\\\Η(ζ2,δ2)\\\ζΙΛ

(A.46)

< \\\ττ(ζ s \\\\ (W2 -z[\ + \6'2- 6[\)C(z[,ê[)
< \\\H(z2J 2)\\\z'1,S1 ! _  (|z/ _  + μ/ _  Ä/|)C(^,Ä')

+ |||F(21, 61) - Ä ( z 2, 62)|||z,iil

< M(z {\z'2 -z[\ + W2 - 6[\)C(z'v 6'x)

+ (lz2 "  zil + 1̂ 2 - h\)G(z'v ^])·

The last term in this inequality tends to zero as (z2, S2) —> (zl5 5j) and (z^, 62) —► (z'v 6 )̂ which 

shows that the application |||£Γ(ζ, in continuous as a function of (ζ,ζ',δ,δ'). Thus, on the

compact set ω 2 x l\ we have

sup |||#(Μ)|||*>5/<  μ *
(ζ,ζ',δ,6')ζω2χΙ2Δ

(A.47)

It remains to control this application when |z|, \z'\ —► 00 in Sa. If | Re | ^  T, T large, we have by 

condition II

for K% some constant, and similarly

IM I i i  «  l

Moreover, from (A.38)

I M I ± t v  ^  (1 +  ^ ^ ( ± ^ r - ^ j M I ± 2\o . ^  Κ3\\φ\\±τ,ο 

ΪΜ Ι± τ.ο

(A. 48)

(A.49)

(A. 50)

(1 -ΔΜ{±Τ, 0))

provided A  is small enough. Thus if | Rez| ^  T, j Rez'| T we can write with (A.47)

I IΗ(ζ,δ)ψ\\ ^  (1  +  6 ( ± D ) | M | ±>5 ^  (1  +b(±T))K2\M±T,s

< (l + b(±T))K2(l + Μ*)\\φ\\±ι·ιφ!
(A.51)



showing that

\\\H(z,6)\\\z',sl < (1 + b(±T))K2( 1 + M ').

Now if I Re z'| ^  T and | Rez[ < T

\\Η(ζ,δ)φ\\ Ç M'Wp U t s  < ^

from which follows

\\\Η(ζ,δ)\\\ζΙίδΙ ^ M ' K 1K2.

Finally if both | Rez| and | R e / j  are ^  T, we use (A.50) as well to get

\\Η(ζ,6)φ\\ ^  (l + b(±T))K2\M±T,s ^  (l + b(±T))Κ 2Κ3Κ4\\φ\\±Τί$ι 

^  (1 + b(±T))K2K 3K 4K 1K 2M ^ s/.

Gathering these estimates, we eventually obtain

sup \\\H(z,6)\\\z,,ŝ  M  < oo.
(z,z',S,6')6S2ax ll
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(A, 52) 

(A.53) 

(A.54)

(A.55)

(A.56)

The result is true if z, or z' or both are replaced either by + or —oo.

The last assertions of the lemma are proven as follows. By condition II and (A.56) we have for

z =  t + is and any (z , S')

II (H(z, S) - #*(*)) vH I ^  b(t) |M|±i5 < 6(<)(1 + Μ)\\ψ\\ζ,β, (A. 57)

and we conclude by the Cauchy formula that

\\H'(z,SM<;b(t)Mz,,s, (A.58)

for any z =  t + is with |s| < r < a, where b(t) is another integrable decay function. Similarly, 

(A.37) implies

dS
Η(ζ,δ)φ iC iV (0 ,0 )|M jo ,o

so that by (A.56) again

(A. 59)

(A.60)^  jV(0, 0)M|M|z, 5,.

This finishes the proof of the lemma. □

B. Proof of Lemma 7.3

We consider here the coefficients αΐ,(ζ,δ) defined by (7.8). In order to deal with this term we 

introduce inside Q̂*(0, S)H the evolution W.* (z, 6) by

iw j(z , 6) =  E (z , δ)ίν*(ζ, δ), W M  δ) = Qn ,(0, δ) Ξ  ÏQN<0iS)H, (Β.1)



with

Z (z ,S )  = (B.2)

As above we can write

^ (z ,S ) = m (z ,S )^ (0 ,S )  (B.3)

where P j(0, 6), j  = 1 , 2, is a pair of normalized eigenvectors of H*(0 , 6)Qn-(^, 5) so that the 

coefficients a*kj(z,S) take the form

α φ ,  δ) = ϊ(ψ1(0,5)| W~\z, δ )Ζ (ζ , 6)W*(z, S)<pj(0, δ)). (B.4)

As

η ( ζ ,  δ) =  Wn I(z, 5 )P f\z, S)WN.(z, δ) (B.5)

we have

P f(z , 6) = Wtfl(z, è ) p f  '(z, 6)WN.(z, 6)

+ j  W ^(z , δ) [p f{ z , S), KN*(z, 5)] WN*(z, 5).

The operators are restricted to Qn *(Q,0)7ï , so that the last term vanishes,

Qn* (0, 6)Wn'<J*> 8)[ Ρ Γ (Ζ» δ1 KN<z, 6)]Wn *(z, 6)Qn *00, δ)

5  W ^ (z ,S )[ P r (z J ) ,Q N.(z,6)KN*(z,6)QN^z,0)}WN,(z,6) =  0,

and we obtain using (5.6)

| | ^ (z ,5 )| | ^ 2||Pf*M)||

|E(z,5)H ^  4w2\\pr(z-j)l | | i f ‘ W ) i l*  * φ *o0a
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(B.6)

(B.7)

(B.S)

where w is independent of z, δ and e. It remains to show that Ρχ \ζ,δ) is uniformly bounded in 

ε and δ along the dissipative path 75(f). By construction (Proposition 7.2), 75 6 S t  \ £(0, r) if 

r is small enough, where there is no eigenvalue crossing point of ej(z,6) and ej(z,6). Hence for 

any z G S t  \ D(0, r) the projections P f ’ (z, δ) are given by means of a Riesz formula

p f  (*, fi) «  - 2^· j f  (z, 6, λ) dA (B.9)

where yj, encircles both e*(z,S) and ej(z,S), a finite distance away from the spectra of Η ν · ( ζ , 6)  

and Η(ζ,δ). By an argument similar to the one given in Lemma 3.1, we see that we can pick 7 j,



for any z £ S& \ D(0, r), among a finite set of paths which are all of finite length and bounded 

away from the spectra of Η ν ·(ζ ,6) and Η(ζ,δ). Then in view of

Rn* (z, S, λ) - R(z, δ, X) = -Ätv*(z, δ, \)(Hn .(z, δ) - H(z, 6))R(z, δ, X) (B.10)

and Proposition 4.1 we obtain the estimate

||-β/ν·(ζ,δ ,Λ)I ^  ||Ρ(ζ,6,Λ)||ι _ ε ^ _  (B.U)

e-1

provided e is small enough, and λ G Τ(ζ, 6). By the continuity in norm of R(z, δ, X) in δ, there 

exists δ* such that ||Ä(z, δ, λ)|| is uniformly bounded in δ < δ* if λ £ ηj, and z £ 5+ \ D(0, r). 

When z = t + is, with |f | large, we use (A.24),

| | β ( Μ .  λ ) - Ä ( ± , M ) | |  i  | | f l ( ± , M ) | |  -{ b} V ^ X± . · ( B . 1 2 )

and the fact that if λ £ ηj C T(±, 0), there exists a constant k independent of δ such that

d(±,6, X ) ^ k .  (B.13)

Hence the estimate

IIR(z, δ, λ) - R(±, δ, λ)|| ^  k 1 ^  k'b(t). (B.14)

As a consequence of (B.10), (B .ll), (B.14) and R(±, 6, Λ) = Rn*(±, δ, X) we have
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\\RN. ( z J ,X ) - R (± , 6,X)\\

< ||λ ^ · * ( ζ , δ ,λ )  — R(z,δ ,λ )| |  + ||ä ( z , δ,λ )  —  i ü ( ± , δ ,λ ) II

ε b(t)
< \\R(z,6, X ) f i + k'b(t) < k"b(t)

e-1 '

(B.15)

where k" is independent of ε and δ. Thus we eventually obtain

\\K*(z, (5)|| ^  kb(t), Vz = t + is £ S£ \ D(0, r), (B.16)

and

||fô(z,i)|| <S>, V^<5*, (B.17)

so that

\a*kj(z, £)| < w2kb(t) (B.18)

where b(t) is an integrable decay function. □
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