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Abstract

The dynamics of a one dimensional quantum walker on the lattice with two internal
degrees of freedom, the coin states, is considered. The discrete time unitary dynamics is
determined by the repeated action of a coin operator in U(2) on the internal degrees of
freedom followed by a one step shift to the right or left, conditioned on the state of the
coin. For a fixed coin operator, the dynamics is known to be ballistic.

We prove that when the coin operator depends on the position of the walker and is
given by a certain i.i.d. random process, the phenomenon of Anderson localization takes
place in its dynamical form. When the coin operator depends on the time variable only and
is determined by an i.i.d. random process, the averaged motion is known to be diffusive
and we compute the diffusion constants for all moments of the position.

1 Introduction

The dynamics of Quantum Walks (QW for short) have become a popular topic in the
Quantum Computing community as the simplest quantum generalization of classical ran-
dom walks, see for example the reviews [3], [21], [24]. In the same way classical random
walks play an important role in theoretical computer science, typically in search algorithms,
QW provide a natural and fruitful extension in the study of quantum search algorithms,
see e.g. [33], [4], [27] and the review [31] and references therein. On the other hand, QW
also appeal to physicists interested in quantum dynamics. Indeed, QW can be considered
as simple discrete dynamical systems governed by an effective unitary operator, not nec-
essarily given as the exact exponential of ¢ times a microscopic Hamiltonian. For a few
models of this type, see e.g. [1], [28], [26], [10], [30], and [6], [9], [14], [17] for their math-
ematical analysis. Moreover, there are recent experimental realizations of QW dynamics:
[19] showed that cold atoms trapped in optical lattices exhibit a QW for suitably monitored
optical lattices and [35] show that the same is true for ions caught in monitored Paul traps.

While several types of QW have been defined and studied in different contexts, we will
focus on the simplest one dimensional, discrete time QW on the lattice, defined in analogy
with the classical random walk on the lattice. Consider a quantum walker on the lattice
carrying two internal degrees of freedom (spin states), called the coin states in this context.
The unit time step dynamics is defined by the action of a coin operator in U(2) on the
internal degrees of freedom followed by a one step shift to the right or left, conditioned
on the state of the coin degree of freedom, see (2.5) below. As is well known, when the
coin operator is identical at each time step, the QW typically exhibits ballistic dynamics
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due to translation invariance. Moreover, if the coin operator is chosen at random at each
time step, which yields a non autonomous random dynamical system, then, typically, the
averaged motion is diffusive, see e.g. [24], [25], see also [32].

In this paper we address the time-homogeneous case where the coin operator depends
on the position of the walker on the lattice and is given by a sequence of random matrices
in U(2). This defines a QW in a random environment. Such situations were first consid-
ered numerically in [20], [34] for continuous time QW on graphs, that is, for an evolution
operators generated by some random discrete Hamiltonian. The outcome of these numeri-
cal works provides evidence that Anderson localization, in a strong dynamical form, takes
place. Discrete time QW in random environments were then considered in [22]. By con-
trast, the author establishes that a certain choice of random coin operators does not lead
to Anderson localization. The random coin operators in [22] are given by a fixed unitary
matrix whose diagonal elements carry random phases.

We consider here a family of i.i.d. random coin operators characterized by general
requirements on the amplitude and transition probabilities to the right and to the left
expressed as Assumptions (a), (b) and (c) below. This family is indexed by a real deter-
ministic parameter and the randomness is determined by i.i.d. phases carried by all matrix
elements of the coin operator, see (2.8). We prove that for all values of the deterministic
parameter, dynamical localization takes place everywhere in the spectrum, for almost all
realizations of coin operators.

The lack of Anderson localization in the model considered in [22] is explained by the
existence of a gauge transformation that fully eliminates the randomness of the model. The
set of spatially random unitary matrices we consider coincides with the one considered by
[25] in the study of temporal randomness, in one space dimension.

For completeness, we briefly reconsider the study [25] of the non-autonomous case where
the coin operators are random in time. We relate the averaged motion to that of a persistent
random walk and provide a simple proof of the fact that for all L € N, the moments of order
2L, at time n, behave as D(2L)n", for large n, with an explicit formula for the diffusion
constants D(2L) > 0.

2 Setup and Main Results

The Hilbert space of pure states
H=C"®1*Z) (2.1)

represents two internal degrees of freedom, also called a coin, with Hilbert space C2, and
the walker whose position Hilbert space is 12(Z). We fix a canonical basis of C? denoted
by |1),]]), and the position basis consisting of vectors denoted by |n), n € Z (eigenvectors
of the position operator, the operator of multiplication by the variable n).

The dynamics of the system is composed of discrete steps, each step consisting of a
unitary evolution of the coin (operator C' on C?) followed by the motion of the walker,
conditioned on the state of the coin. The latter step is determined by the action

@) = [N)@n+1) (2.2)
@) = )®@n—-1) (2:3)
extended by linearity to H. This means that if the coin is pointing up the walker will move

to the right one step, and if the coin points down the walker moves to the left. The action
of (2.2), (2.3) is implemented by the unitary operator

S=>{Py@|k+1)(k|+ P, |k — 1)(k[}
kEZ



where we have introduced the orthogonal projections

Pr=|1(t] and P, =]l (2.4)

The one step dynamics consists in tossing the quantum coin and then performing the
coin dependent shift

U=50C®oI) with C = { Z Z } s.t. cr=Cc (2.5)
Hence, if one starts form the state | 1) ® |n), the (quantum) probability to reach, in one
time step, the site [n+1) equals |a|?> whereas that to reach [n—1) equals 1 — |a|?. Similarly,
starting form | |) ® |n), the probability to reach the site |n — 1) equals |a|? and that to
reach |n + 1) is 1 — |a|?. The evolution operator at time n reads U™.

Despite the similarity of this dynamics with that of a classical random walk, there is
nothing random in the quantum dynamical system at hand. The dynamics is invariant
under translations on the lattice Z, which hints at ballistic transport properties.

More precisely, let X = I®z be the operator defined on its maximal domain in C2®1?(Z),
where x is the position operator given by z|k) = kl|k), for all kK € Z. For any L > 0 and
any ¥ in the domain of X%, we define

(XEYg(n) = (U, U "X U"T). (2.6)

The analog definition holds for (|X|)y(n). We recall in the appendix the proof that in
our one dimensional setup we have

Lemma 2.1 (Deterministic walk) Let U belong to the domain of X?. Then

b K2e(n)

n—00 n2

with B = 0 iff C is off diagonal.

=B2>0

Note: When C' is off diagonal, one has complete localization, see the remarks following
Theorem 2.2 below.

A QW in a non-trivial environment is characterized by coin operators that depends on
the position of the walker: for every k € Z we have a unitary Cy on C2, and the one step
dynamics is given by

U= {PyCy® |k +1)(k| + P,Cy @ [k — 1)(k[}. (2.7)
kEZ

We consider a random environment in which the coin operator Cy is a random element of
U(2), satisfying the following requirements:

Assumptions:

(a) {Ck}rez are independent and identically distributed U(2)-valued random variables.
(b) The quantum amplitudes of the transitions to the right and to the left are independent
random variables.

(c) The quantum transition probabilities between neighbouring sites are deterministic and
independent of the site.

The first assumption means that the sites k € Z are independent. If the walker is local-
ized at site n, then the state of the system is of the form ¢®|n) for some normalized ¢ € C2.
The probability amplitudes for transitions to states x ® |n + 1) and x ® |n — 1) (x € C?



normalized) are (x, 1) (1,Cne) and (x,]) ({, Cr), respectively. The second requirement
says that these transitions are statistically independent. Finally, the last requirement says
that randomness appears as phases (see after (2.5)) and that, in a certain sense, we remain
close to a classical asymmetric random walk on the lattice.

We show in Lemma 2.5 below that under assumptions (a), (b) and (c), we can consider
without loss of generality

eTWit  —emiwly .
Cr = . _ ,  withO<rmrt<landr?®+t*=1 (2.8)
71wkr e*lwkt

and with {wl}kez U {Wt}kez iid. random variables. Thus, the action of the random
operator U, is

U ®n) = e D) @|n+1)+e “nir|)®|n—1) (2.9)
U @) = —e [P @n+1)+e i) @|n—1).

The elimination of the randomness in the model [22] is a consequence of Lemma 2.5 also.

To define the random phases properly, we introduce the probability space (9, F,P)
where Q = TZ, (T = R/27Z), F is the o-algebra generated by cylinders of Borel sets,
and P = ®yezu, where p is a probability measure on T. We note expectation values with
respect to P by E.

The random variables w,t and w,t on (Q, F,P) are defined by

w,l 0 — T, w,z = woy, , wt :Q— T, wt = Wokt1- (2.10)

A realization is thus denoted by w = (- -- ,wil,wfl,wg,wé,wlw%, ) e

Main result. Our main result is Theorem 2.2 and its corollary. Let U, be the one
step dynamics of a QW in a random environment defined by (2.7) with Cy, k € Z given by
(2.8), where {Wf}keN,#e{T,L} are the i.i.d. random variables defined in (2.10), distributed
according to a measure p on T.

Theorem 2.2 (Spatial disorder) Suppose that p is an absolutely continuous measure
dp(w) = 7(w)dw, with density T € L>(T), and that the support of u contains a non-empty
open set. Then, for any r € (0,1), there exist C < oo, a > 0 such that for any j,k € Z
and any o,7 € {1,}}

E sup (@4, fU,)T® k) ’ < Cemli=Hl, (2.11)

FeC®), Iflle<1

Remarks:

1) The extreme cases r =1, ¢t =0 and r = 0, ¢ = 1 lead to deterministic results that are
addressed in the remarks following Lemma 2.5. As seen from (2.9), when r = 0, the up
and down components are independent and propagate respectively to the right and to the
left. We get ballistic behaviour for any deterministic choice of phases. When ¢ = 0, the
walker oscillates back and forth, switching its coin state. Hence localization takes place for
any deterministic choice of phases.

2) Specializing the result to the function f(z) = 27, z € S, (2.11) implies the following
almost sure result on the evolution in time of the quantum moments of the QW, see [17].



Corollary 2.3 There exists a set Qg of probability one, such that for any w € Qq, any
L >0 and for any ¥ € C2®1%(Z) of finite support, there exists C,, < oo with

s1£<|X|L>\I,(n) < C,. (2.12)

Remarks:

1) Another Corollary of Theorem 2.2 is that the spectrum of U, is pure point, almost
surely, see [17].

2) The proof of this localization result leans on the fact that the unitary operator U, can
be viewed as a doubly infinite five-diagonal band matrix on 1?(Z), a set of operators first
considered in [9]. Moreover, under Assumptions (a), (b), (c), the randomness appears in
such a way that it is possible to adapt the Aizenman-Molchanov method [2] developed for
the study of Anderson localization in the self-adjoint case to this unitary setup, along the
lines of [17]. Indeed, we show below that U, takes the form D,,S in an adapted basis, where
D,, is a diagonal unitary operator whose elements are i.i.d. phases and S is a deterministic
unitary band matrix. This is the starting point of [17]. Nevertheless, the random operator
at hand differs from those considered in [9, 17] by the form of the deterministic matrix
S. This forces us to revisit the arguments based on the analysis of products of random
transfer matrices and the associated Lyapunov exponents, coupled with fractional moment
estimates of finite volume restrictions of the associated resolvent.

For the sake of comparison, we compute the asymptotics of the expectation of all
(integer) moments of the position operator for a dynamics that is random in time. We
follow [25] and consider the random evolution operator at time n given by

U,(n,0) =U,Up—_1---UUy, where Up=S5(Cy®]I), (2.13)

where the i.i.d. random variables {Cy}rez are defined by (2.8). The random phases are
assumed in this case to satisfy

E(e~™“h) = E(e ™) = 0, (2.14)
but their common probability measure p is otherwise arbitrary. We extend the results of
[25] on the diffusive behavior of the QW in this setup by proving the following

Proposition 2.4 (Temporal disorder) Assume the evolution operator is given by (2.13)
with random phases (2.10) distributed according to a measure du such that (2.14) holds.
Let Uy = g ® |0) be of norm one. Then, for any L € N, we have

- E(X ")y, (n)
Tim. Mi;g“ = D(L) (2.15)
where 0 1L s odd
if L is o
D(L) = { 1-3-5---(L—1)(t2/r>)X/2 if L is even. (2.16)
Remark:

As observed in [25], assumption (2.14) allows one to express the averaged motion as a
persistent classical random walk on Z, which is known to display a diffusive behaviour.
Actually, using results showing convergence of certain Markov chains to Brownian motion,
e.g. [7], one can deduce the above result. Nevertheless, by considering the associated gener-
ating function and by analyzing its large times asymptotics, we provide a short elementary
derivation of the values of all diffusion constants.

Before we turn to the proofs of these results, we briefly investigate the invariance prop-
erties of the model stemming from its structure (2.7) and assumptions (a), (b) and (c).



2.1 Structure of U,

Lemma 2.5 Under the assumptions (a), (b) and (c), the operator U,, defined by (2.7) is
unitarily equivalent to the one defined by the choice

efiwzt _efiwkr 9 9
- - where 0 <t,r <1landr*+t*=1 (2.17)
e Wrr ekt

and {Wl}kez U {wt}kez are iid random variables defined by (2.10), up to multiplication by
a global deterministic phase.

Proof. We first note that assumption (a) implies that we can consider one Cj, at a time
and (b) and (c¢) imply that the randomness appears as phases only (see after (2.5)). The
independence of the right and left probability amplitudes implies that the rows of C} are
independent random variables.

As Cj, must be unitary for all realizations, the scalar product of its columns equals zero.
This shows that the random phases of the elements on the same line are identical, i.e.

—iw! —iw] —iw]
e fiae kb]:le k ()ll{a(l;]7 (2.18)

s ol s
e Wre e~ iWkd 0 e~ iwy c

Cyp =

with C' = [ Z Z ] unitary and independent of k. Parametrizing C' as

. t —ia LIS B )
C=c" [ iree*iv 1treeia } , with0<rt¢t<1anda,v,0€cT, (2.19)

one sees that at the cost of multiplying U, by e, we can assume § = 0. Moreover, with

1 0
Y= { 0 —ielv ], we compute

(2.20)

sex-to |t o
r te'

Up to unitary equivalence, we can assume that C has the form of the r.h.s. of (2.20).

To get rid of the last phase a, we make use of the representation of U, in the ordered
basis {..., ) ®@|n—1),|}) ® |n—1),|1) & |n),|]) ® [n),...} as the band matrix

r teie
0 0
0. 0 T te'™
U,=D,S, with S= te7* —r 0 0 , ., (2.21)

where (upon relabeling the indices of the random phases) D,, is diagonal with i.i.d. entries,
D, = diag(...,e7* e~k ) and the diagonal of S consists of zeroes. Our convention
is to fix a labeling of the canonical basis e, of that space so that the odd rows contain

r,te'® and the even rows contain te™'%, —r.



Following [9], we introduce the unitary operator V defined by Ve, = e'‘re,, where
(n € T, n € Z. We compute, for any k € Z,

V*lUwVGQk _ ei(C%7C2k71)67iw2k717"62k,1 + ei(C2k*C2k+2)e*iw2k+2t6*ia€2k+2 (222)

VﬁlUwV€2k+1 — ei(C21«+1*C2k—1)6*iw2k—1teiaezk_l _ ei(C2k+1*Czk+2)e*iw2k+27,62k+2.
Choosing for any k € Z
Cokt2 = Gaky1 = —ka, (2.23)
yields the result. H

Remarks:

1) The last argument of the proof above can be adapted to show that the randomness of
the model of QW in random environment considered by [22] can be gauged away, which
explains the absence of localization. Indeed, this model is characterized by random coin
matrices of the form (with t = = 1/1/2)

~ te'wr r

Cy = b fe—iwe | where {wy }rez are i.i.d. random variables on T. (2.24)

The corresponding operator U,, then satisfies

V—lﬁwVer _ ei(Czk—Czk—l)r62k71 =+ ei(Czk—Czk+2)e—iw2kt62k+2

V_lfjwVGQkJrl _ _ei(CZkJrl_C2k—1)eiw2kt62k71 + ei(C2k+1—C2k+2)T€2k+2' (225)

Choosing (o = 0, (—1 = 0 and, for any k € ZT,

Cokyz = —(wor +wop—2+ -+ wo),

(oo = W_op+wW_ogk—o+ - +w_o,

Cokp1 = —(wor +wap—2+ -+ wp),
C—(2k+1) = W2k TW 2k 2+ +w_g, (2.26)

we see that U, is unitarily equivalent to the deterministic operator UO, characterized by
t r

—t
2) We will consider from now on U, to be defined by (2.21) (with & = 0) acting on the
Hilbert space [?(Z), with canonical basis ear = | 1) ® |k), ears1 = | 1) @ |k). We note
that the position operator x on [?(Z) is related to X defined by (2.6) on C? ® [?(Z) by
(r—1)/2 < X < x/2, so that dynamical localization is equivalent in both representations.
3) In case r = 0,t = 1, (2.21) shows that U, is equivalent to a direct sum of two shifts,
which, in other words, corresponds to Cy = I, k € Z. This leads to ballistic behaviour. In
case v = 1,¢t = 0, the two-dimensional subspaces span{es;_1,es;}, k € Z, are invariant,
which forbids any kind of transport.
4) The appealing five diagonal representation (2.21) of QW on N is also related so called
CMV matrices associated with certain orthogonal polynomials on the unit circle, when
restricted to [?(Z1). This fact is used in [11] to study certain properties of deterministic

QW.

the the deterministic coin operator C' =

Finally note that the structure of S can be described also via the two unitary operators
(“even” and “odd”)

r ot 0 1
Be[t —r] and Bo[l O} (2.27)



S is the product of S,Se, where S, is block-diagonal, with blocks B, placed so that the
(1,1) entry of B, lies on even indices of the diagonal, and S, is block-diagonal with blocks
B, placed so that the (1,1) entry of B, lies on odd diagonal elements. Obviously S, and
S, are unitary, and thus so is S and hence U,,,.

3 Proofs

We make use of the structure just described to define finite volume approximations of S
and thus U,,.
3.0.1 Finite and semifinite volume truncation

On 12({2ng,2mg}) we define the matrices
1 B
So: .. ) 5'6: B ) (31)
: €
B, 1

where each 1 is a 1 x 1 block, and the 2 x 2 blocks B,, B. are given in (2.27). The finite
volume propagator is

+~ O O 3

O O o+
~+~ O O 3
S O <+

+ O O 3
O O o+
o= OO

Here, D, = diag(e™“2n0, ... e iw2mo),

Similarly we define U = DS+ acting on the Hilbert spaces 1?({2no, ...}) and I2({...,2mg}).
The matrix S* is defined as in (3.2), but where the 2 x 4 blocks are repeated indefinitely
towards the bottom right. Similarly we define S~, and the DX are simply the correspond-
ing semifinite truncations of the diagonal matrix D,,. Analogous definitions hold for the
Hilbert spaces 12({2ng + 1,...}), I2({...,2mg + 1}).

3.0.2 Transfer matrix

Infinite volume. For z € C\{0}, consider the equation (U — z)y» = 0 (dropping the
subscript w in the notation). In what follows we always consider z # 0; an analysis for
z = 0 can be done in a similar way, but is not of any use in this work. Due to the band
structure of U, we obtain a recurrence relation for the components of vectors solving the
above equation. Denote by 1,, the component of 1) along the basis element e,,. A vector i



solves (U — z)y = 0 if and only if its components satisfy

|: /(b;}'r;:l :| — Tz(w2n7w2n—l) |: qf;zz:; :| N (33)

where the transfer matrix is given by

e iwan 22ei(w2n—1+wan) + r2
T (wWan, wan—1) = o |: ot 12 (3.4)
We have .
det T, = e i(wen—wan—1) (3.5)

so equation (3.3) can be inverted. It follows that if we choose 11 and g then all components
of 1 are fixed, by (3.3). A priori therefore, each eigenvalue could be doubly degenerate;
but this does not happen as we see from the following argument. Suppose that ¥ and y
are two eigenvectors with the same eigenvalue z. Then we have

Yol X2nt1 } { Y1 x1 }
= Ty (w, , 3.6
1p2n X2n (W n) wO X0 ( )
where
T, (w,n) =T, (won, won—1) -+ Tr(wa,w1). (3.7)

The determinant of the matrix on the left side of (3.6) tends to zero as n — oo, since
and  are eigenvectors and hence belong to [2. On the other hand, |det T, (w,n)| = 1 for
all n. We conclude that the columns of the matrix to the right in (3.6) are multiples of
each other, and hence so are the vectors ¢ and y.

Solutions . Take 0 # z € C from the resolvent set of U. Then there are unique (up
to multiplication by a scalar) solutions p* € I3 to (U — 2)1 = 0. Here, 12 = {y € I?
> o1 |an]? < oo}, To see existence we set 1y = (U — z) " teg, so that (U — z)1y = e,
and we choose ¢} = [th]y for k > 1, ¢ = [ho]), for k < —1 . We then define @i for the
remaining components k by applying the transfer matrix. Uniqueness of ¢ is shown just
as in the above argument following (3.6).

Similarly to (3.6), we have

+ - + -
el P2n } =T (w,z,n) [ Yz P2 } , (3.8)
Pon—-1 Pon-1 Y1 ¥#1

for a matrix satisfying |det T'(w, z,n)] = 1. The columns of the matrix to the right are
linearly independent, for otherwise ¢ and ¢~ would be multiples of each other. This in
turn would mean that ¢+ € (2, which is not the case since z is not an eigenvalue of U. By
taking the determinant in (3.8) we see that for all n € Z,

Semifinite volume. Consider Ut acting on 12({2ng,...}). We solve the equation (U —
z)1 = 0 recursively and obtain for n > ng + 2

Yon+t1 + -7 et (zelvmo — ) Yang+2
=T (w, bt 0 : 3.10
[ Yan S|y 0 VYong (3.10)
and )
elWang .
Yano+1 = — (2 —re 120 )ahgy, . (3.11)



Here, we have set T (w,n) = T, (wan,wan—1) - Te(Wang+4, Wong+3). A similar argument
as in the infinite volume case shows that each eigenvalue has multiplicity one.

Lyapunov exponent. Products of transfer matrices yield generalized eigenvectors v solu-
tions to (U — z)1 = 0 and their asymptotic behaviour at infinity is related to the associ-
ated Lyapunov exponents. The following theorem is an important ingredient in the proof
of Lemma 3.8 below (see [15], Appendix A, for a proof of that lemma, which we do not
reproduce in the present paper).

Theorem 3.1 Let p be absolutely continuous with density 7 € L°°(T) and having support
with nonempty interior. Then, there is an € > 0 such that for every nonzero z € C with
1—e<|z| <1+e, the limit

.1
lim —log || T (wan,wan—1) - -+ Te (w2, w1) ]| = () (3.12)

n—o00 M

exists almost surely, v(z) is deterministic and strictly positive. Moreover, z — ~(2) is
continuous.

Remark: The limit v(z) is called the Lyapunov exponent.
The proof of this theorem is given in the appendix.

3.0.3 Green’s function

Infinite volume. Let z # 0 be in the resolvent set of U, and let ¢* be the unique solutions
of (U — 2)p* = 01in 3. We define the resolvent by

GY = (U, —2)"* (3.13)

(leaving sometimes out the superscript w). Using the explicit form of U we solve the
equation [(U — 2)Gen]k = 0k, (Kronecker symbol) for G e, and hence obtain the matrix
elements of the resolvent. The following is the result. For all n € Z, we have

1 1 b L or, k<2n—1
(er,GZean) = - —F———F—— { n—l Tk £ on (3.14)
Z Pon—1Pon — PanPon—1 \ Pk Pon—1 2
and L
(ehs Goean1) = © — ! — { Pon Pry k<201 (3.15)
Z Pon_1Pon = PonPon—1 U Pr Pon> k>2n

Notice that these matrix elements are well defined due to (3.9).

Semifinite volume. One can easily construct a vector ¢® with components ¢f, k € Z,
satisfying (U — 2)¢® = 0 and [(UT — 2)p%|x = 0 for all k > a := 2ny. Here, Ut is acting
on I2({2no, . ..}). The components of ©® are obtained by the transfer matrix for a suitable
‘initial condition’ 4, and ¢35, ;.

In the same way, one can construct ¢ with components ¢, k € Z, satisfying (U—z)p" =
0 and [(U~ — 2)¢”)x = 0 for all k < b:=2mg. Here, U~ acts on I2({...,2mq}).

The Green’s functions on the semi-finite spaces are defined by

GE=(U* -2, (3.16)

for |z| # 1 and where the operator is acting on the [? space over the appropriate half-line
of integers. Proceeding as in the infinite-volume case, one shows that (ej, GFea,) and
(ex, GTean_1), for k > 2ng, are given by the r.h.s. of (3.14) and (3.15) respectively, where

10



™ is replaced by ¢®. Furthermore, (ex, G, e2,) and (e, G, ea,,—1), for k < 2my, are given
by the r.h.s. of (3.14) and (3.15) respectively, where ¢¥ is replaced by ¢°.

Finite volume. On [2({2ng,...,2mg}) the reduced unitary is given by (3.2). The matrix
elements of the Green’s function G202} = (U12n0:2mo] _ 2)=1 i5 easily obtained in terms
of the vectors ¢®, ¢’ defined in the previous paragraph. We mention explicitly only the

formula

1 1
<e2n 7G[Z2n0,2m0]e2m > = —— Sogm 7190%71 . (3]‘7)
! ’ z wgm()fl(pgmo - @gmoflw%mo 0 0

3.1 Bound on fractional moments of Green’s function

For |z| # 1 denote the matrix elements of the resolvent of U,, by
(ex, (Uw — z)_lel> = GY(k,1). (3.18)

Theorem 3.2 Assume that the random wvariables wy, k € Z, are iid with distribution
dp(wo) = T(wo)dwe with 7 € L®(T). Let 0 < s <1 and 0 < € < 1. Then there exists a
constant 0 < C(s,€) < oo such that

E[|GY (k,1)]°] < C(s,e), (3.19)
forallze{(eC : 1—e<]|{| <o0,|C] #1} and all k,l € Z.

Remark: The result holds for the semifinite volume restrictions G (k,1) as well.

The proof of this result is given in Hamza’s thesis (Theorem 6.1) and [17]. It only depends
on the fact that U, is the product D,,S, where S is unitary and D,, = diag(. .., wg, Wk+1,- - )
has the specified random properties.

3.2 Exponential decay of fractional moments of Green’s function

Theorem 3.3 Assume that the random variables wy, k € Z, are iid with distribution
dp(wo) = T(wo)dwo with 7 € L*°(T) and that the support of i contains a non-empty open
set. Let 0 < ¢ < 1. There exists an s with 0 < s < 1/2, and there exist constants
0<C <oo, a>0, such that

E[|G¥ (k,1)[*] < Ce eIkl (3.20)

for all z € C satisfying |z| # 1 and 1—10—6 < |z| < 1+¢€, and for all k,l € Z.

The proof is done in three steps that we now describe.

3.2.1 Reduction to even matrix elements

Theorem 3.4 Suppose that |k — 1| > 4 and let m,n be the unique integers s.t. k €
{2m,2m + 1} and l € {2n —1,2n}. Then we have

lz| 4+t [|z] |2 +72
GYkNN<— | —+ —— E GY(2m — 2py1,2 2 . 3.21
‘ Z(’)‘— r ’I”+ rt | z(m p1,2n + p2)| ( )
p1,p2€{0,1}

11



It follows that for any s > 0

GURDF <Ct S 1GH(2m— 2,20+ 2, (3.22)
p1,p2€{0,1}

where the constant C'is that in front of the sum in (3.21) and where we have we used that
(a+b)* <la®*+b°] fora,b>0and 0 < s < 1.

Proof of Theorem 3.4. We write simply G for GY in this proof. We first show that for
k #mn,

2= i(waptwar—1) + 72

G(2k +1,2n) = feiwzme(% —2,2n) — — G(2k,2n),  (3.23)
and that for k > 2n+2 or k < 2n — 1,
z Fiwa, t dn+1
Gk, 20— 1) = Zeties 1 Gk, 20) — - LG (k20 + 2), (3.24)
r T n

where d,, = [¢3,_19om — PanPan_1) " (c.f. (3.9)). Combining (3.23) and (3.24), and using

the fact that | diil | =1, the bound (3.21) is easily obtained. The latter fact follows from

+ - + -
dyl, = —det| Ptz Yont2 ] = — det (T[ P Pom D = d; ' det T,
" Pont1  Pantl Yan—1 Pan-1
where |det T'| = 1.
Let us now derive (3.24) for k < 2n—1. We have G(k,2n—1) = 1d, 03 ¢, , and ¢3, is

e_i“’2n

given, using the transfer matrix as in (3.3), by @3, = <" (—rt@d, _; + t2¢3,_,). In this

relation, we replace <p2+n_2 by solving (3.3) (using the inverse transfer matrix), yielding the

expression o3, _, = Ze Wan-1pf e 2t [p2ei(wan-1twan) 4208 Tt follows that

. t . dn,
G(k,2n—1) = —Le ™Gk, 2n) + %eﬂ(‘“%*“zvl)d—“G(lﬂ, 2n +2)
z z n
1 _. .
+72e71(w2n+w2n—1)[Zzel(w2n—1+w2n) + 72 G(k,2n — 1),
z

which yields (3.24). If k > 2n, the same arguments with ¢, in place of 3, give the result.
Expression (3.23) is obtained in an analogous manner. ]

3.2.2 Reduction to finite volume

Theorem 3.5 Assume the hypotheses of Theorem 3.2, with 0 < s < 1/2. For any pair
of integers m # n let ky = max{m,n} and k_ = min{m,n}. There exists a constant
Cl(s,t,€) < 0o s.t. we have

E[|G.(2m,2n)*]* < C,(s,t, OE[|G2F—2+] 2k 2k, )], (3.25)

for all z satisfying |z| #1 and 1 — 5. < |z| <1+e.

Proof. For a given m, we decompose [2(Z) = I?({...,2m —1}) ®12({2m,...}), and set
U=U"&U* +T, where U~ = D,, S5 >?m =1 g{=22m=11 (ot course, the diagonal D,, is

12



restricted to the correct half-space) and where Ut = D,, glzm.oo) glam.20) -y operator I’
is explicitly given by

re"iwem—1 (k1) = (2m —1,2m —1),(2m — 1,2m)
—re~wem (k1) = (2m,2m — 1), (2m,2m)
_ ) —teTtemr s (K1) = (2m—1,2m — 2)

<ekvrel> - F(k7 Z) - te—iwzm—l7 (k-’ l) — (2m _ 1’ 2m + 1) (326)
te~iwam (k,1) = (2m,2m — 2)
—te"iwam (k,1) = (2m,2m + 1)

and T'(k,1) = 0 for all other values k,l. Denote
Gl'i=(U- @UT —z)7' = GLeotm—ll g G, (3.27)

then the second resolvent identity gives G, = GJ' — G, I'G}*. Suppose that m < n — 1.
Then G™(2m, 2n) = GE™°)(2m, 2n) and we have

G.(2m,2n) = G2™)(2m, 2n) ZG 2m, k)T(k, ) G™ (1, 2n). (3.28)

According to (3.26), the matrix elements I'(k, ) vanish unless I = 2m, 2m—1,2m—2,2m+1.
However, for I = 2m—1,2m —2 we have G7*(I,2n) = 0 (by the block diagonal form (3.27)),
so the only terms in the sum in (3.28) are with [ = 2m, 2m+ 1. It follows that (still m < n)

|G.(2m, 2n)| (3.29)

< {1l (24t _max (G2 2m, k)| HIGE™) (2m, 20)]

To arrive at this bound we use in (3.28) the relation

iw
e 2m

G7'(2m+1,2n) = [z — re”'@2m] G™(2m, 2n)

which follows readily from the explicit expressions of the semi-finite volume Green’s func-
tion, see (3.11).

In a next step, we estimate |G 2m, 2n)| in (3.29) from above by the finite-volume
Green’s function |G (2m, 2n)|. We split the space as P({2m,...o00}) = I*({2m, 2n})®
2({2n+1,...00}), so that Ulem.os) _ g7zman] @ UML) L T with

[2m, oo)(

(r —1)e iwzn—1 (k,1) = (2n —1,2n),
=~ N\ ) tetiwenoa (k,)) =(2n—1,2n+ 1),
(ew-Ter) =Tk 1) = te—1wans2, (k,1) = (2n + 2, 2n) (3:30)
—(r+ te7 w2tz (k1) = (2n +2,2n + 1)

[2m oo)

and F(k‘ 1) = 0 for all other values k, I. By the second resolvent identity, we have G
(G[fm 2l g gt Oo))( i Vel C>o)). Taking the matrix elements, with m < n, we obtain
GL277L,&)(2m 2n)

_ G[Qm 2n] 2m 27’L Z <62 . 2m ,2n] fa G[2n+1 00) k> f(k‘, l)G[ZQm,OO)(l7 Qn).
k,l

)

Note that due to (3.30), the sum over k is really only over k = 2n — 1,2n + 2, and the term
with k = 2n 4 2 is absent since the scalar product in the sum vanishes for this value of k.

13



By using additionally that G?"2"(2m,2n — 1) = zelw2n-1 G271 (2m, 2n), which follows
from the explicit formulas for the Green’s function, we obtain the bound

|GE™%) (2m, 2m)| < {1 +3l2] _max [GE)(k, 2n>|} (GEm2) (2m, 2m)]. (3.31)

n

Combining (3.31) with (3.29) yields that for m <n —1,

G (2m, 2n)| < {1 +2(1+ (o] + 7)) max |GZ(2m,k)|}

=2m,2m—1

[2m,00) } [2m,2n]
x {1437 piax |G (k,2n)| t|GY (2m,2n)|. (3.32)

We take the expectation of the inequality (3.32), use Holder’s inequality and Theorem 3.2
to arrive at the bound (m <n —1)

E[|G.(2m,2n)*]* < C,(s,t, ¢, 2) E[|GE™2"(2m, 2n)|>*], (3.33)

for 0 <s<1/2,0<e<1,|z] #1st 1—e< |zl <oo, and where Cy(s,¢€, z) is bounded
uniformly in compact regions of z.

Next we deal with matrix elements of the resolvent with m > n+1. One can proceed as
in the above argument, or instead use the following path. Since U is unitary, |G, (k,1)| =
| (e, (U —2)"ter) | =|(er, U —2)te)|,and (Ut —2)"t = —1/2—(1/2)*(U—-1/z)"".
Hence we have for m >n +1

1
|G=(2m, 2n)| = W'GW(%’ 2m)|. (3.34)

We want to use the bound (3.33) on the right hand side of (3.34). The condition 1 — € <
1/]2] < 1+ € is equivalent to 1 — = < [z] < 1+ =. It follows that under the last

1+e 1—
condition on |z| we have, for m >n+1,

1

E[|G.(2m,2n)[*]* < C,(s,t,¢,1/2) o

2n,2m s
E[|GT" (20, 2m) %], (3.35)
Combining (3.33) and (3.35) yields the bound (3.25), provided |z| # 1, 1 —e < |z| < 1+¢€

and 1 — 75 < |z] <1+ 1% ]

3.2.3 Exponential decay in finite volume

We assume that the support of the measure u contains a non-empty open set in [0, 27). This
implies positivity of the Lyapunov exponent, see Theorem 3.1, a result we use implicitly in
this section.

Theorem 3.6 There are numbers «, s satisfying o > 0, 0 < s < 1 such that for all z € C,
|z] # 0,1 and n < m, we have

E [\G[ZQ"’Qm](Qn,Zm)ﬂ < Cealm=n), (3.36)

The constant C' depends on s, z,t and p, but not on m,n. It is furthermore uniform in z,
for |z] # 1 restricted to compact sets of C\ {0} (see explicit bound in proof).

Proof of Theorem 3.6. The proof is based on the following two Lemmas.

14



Lemma 3.7 Let 0 < s < 1. Then there is a constant 0 < Cy(s) < oo s.t. for all |z| # 0,1,

E[|GE™2™ (20, 2m)|*] < |2|7*(1+ |2|*)(1 +2°C(s)) E

a
@Zm
a
Pam—1

_S] . (3.37)

Here, o is the solution satisfying the left boundary condition at a = 2n, see also before
(8.16).

We present a proof of this Lemma at the end of the present section. The following a
priori bound has been adapted from the self-adjoint Anderson model situation (see [12],
Lemma 5.1), and is given in Appendix A of [15]. The proof uses strict positivity and
continuity of the Lyapunov exponent, which we prove in Theorem 3.1 below. We omit the
proof of this lemma which is very similar to the one given for the self-adjoint Anderson
model in [12], see Appendix A in [15] for details.

Lemma 3.8 Let A C C be a compact set not containing the origin. There are numbers
a>0and 0 < s <1 (depending on A), such that the product of transfer matrices (3.4)
satisfy, for allm > n,

E [HTz(W2m7w2m—1) ce Tz(w2n7w2n—1)v||7s] < C’eia(min), (338)
for any normalized vector v € C2. The constant C is independent of z € A and v.

A combination of these two Lemmas yields a proof of Theorem 3.6 as follows. Solving
the equation (3.3) for ¢4, _; gives the relation ¢$,, | = e “2m-1[tpg | + 5. 1/z, and

therefore
[gon | L[ o ][ e | a] e ],
(pgm t t 0 L)ngfl (pgmfl

We have | T|| < C(1+]z])/t, for some C independent of z, r,t and any of the phases. Using
this expression and definition of the transfer matrices (3.3) we obtain

t

— 3.39
C(1+|z]) 539

a
H |: me :| H 2 |‘Tz(w2m7w2mfl) o 'Tz(w2n+27w2n+1)va’|
Poam—1

a
Pon+1
a

} to be the normalized vector
410211

where we chose [

o — 1 { zelwzn — }
\/t2 + |zelwa, — |2 t )

Combining (3.39) with (3.37) and (3.38) proves the bound (3.36) and hence Theorem 3.6.
It remains to give the

Proof of Lemma 3.7. The components of ¢°, with b = 2m, satisfy —z¢%, | +
e wam-1b = (), see before (3.16). Moreover, since ¢°, is defined modulo a multiplica-
tive factor only, we set ¢4, | = 1 (note that ¢, ; = 0 would imply that ¢® = 0, so
the normalization ¢4, ; = 1 is possible). Therefore we obtain from (3.17) the following
expression for Green’s function:
1 1

GR2ml(9n 2m) = = : . 3.40
S ) = e (340)
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Note that ¢4, and ¢§,,_; cannot both vanish, since otherwise we would have ¢ = 0. It
follows from (3.3) that the components of ¢ satisfy

wgmfl — @%mf‘B
21| T (a9, wam-3) | 12" | 3.41
{ Y2m—2 } (w2m 2, @2m ) [ Pom—4 ] (3.41)
and furthermore, that ¢5,, = efi:m (6082 — 70%,,_1]. Consequently, ¢3,, depends only

on wo,, and wj, with j < 2m — 2. We have

]

E HG[ZQ"’Q’”](Qn, 2m)

2m
~ 1
= |2|°E [ dp(wam-—1) . - } : (3.42)
0 |G — 22105, 4 [®
where E is the expectation over all w;, 7 = 2n,...,2m — 2 and j = 2m. The dependence

on wsyy,—1 of the integrand in

27 1
I:= / dp(wam—1) : (3.43)
0 " |(pgm - Zéw?m*l(#’%m—l |S
is concentrated exclusively in e!“2m-1. Let us define the vector
a
Upy = [ me ] . (3.44)
Yom—1

If ¢5,,_1 = 0 then we have I = [p5,,|7° = [lvnl7°. If ¢5,, = 0 then we have I =

12| 20%m_11"° = |2|"®||lvm|| ~%. Next suppose that both ¢, ; and ¢4, are nonzero. We
distinguish two cases: either |p%,.| > [¥%m_1] or [¥%| < [¥%m_1|. In the former case we
have [[vm|| < |5, ] + 195, 1] < 2[#5,,], and

27
I = Iwgml_s/ dp(wam—1) [€7* ™1 — 203, _1 /O] ’
0
< ()95, 7% < 2°Cu(s)[lum| ™. (3.45)

Here, we have used that for all 0 < s < 1 there exists 0 < C,(s) < oo such that for all
peC

27
dp(w)|e™™ — BI7* < Cu(s),
0
see [18]. Next we consider the case |¢%,,| < |©3n,_1l, in which case we have |[vp,| <

|(Pgm| + |(Pgm71| S 2|<pgm71|7 and

iwom — -1, _a
e 2m—1 __

z Pom /(pgmfl

R

27
Io= el [ dennn)
< 2T Cu ()05 —1 17" < (2727 Cls) [lum [ (3.46)

Combining these estimates, we see that in any event,
I< (T4 [277) (A + 2°Cu(s)) flom ] . (3.47)

This bound, together with (3.42), yields (3.37) with E instead of E. But both expressions
are the same since v,, does not depend on wo,, 1.
This completes the proof of Lemma 3.7 and with that the proof of Theorem 3.6. ]
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3.3 Proof of Theorem 3.3

Let s,a,C be as in Theorem 3.6. Combining the latter theorem with Theorem 3.5, we
obtain the bound
E [|GZ(2n72m)|s/2 < Cye~2alm=nl, (3.48)

for all |z| # 0,1 satisfying the bound indicated in Theorem 3.5. The constant C; and all
further constants C; introduced in this proof depend on z, s, e and ¢t and are uniform in z
in compacts of C\ {0}. We use the inequality (3.22) after Theorem 3.4 to arrive at the
following bound for |k — 1| > 4,

E [\Gz(k,z)w] <¢, Y E [|Gz(2m —p1,2n + 2p2)\8/2} : (3.49)
p1,p2€{0,1}
Next, since [m —p; — (n+p2)| > |m —n|—2, and |k — 1] < |2m — 2n| + 2, combining (3.48)
and (3.49) gives
E[IG.(k,DI*/2] < Cgemelk1, (3.50)

provided |k — 1| > 4 and |2| # 1, 1i€ < |z| < 1 +e. Finally, if |k — | < 4, the bound (3.50)

is implied by Theorem 3.2. This completes the proof of Theorem 3.3. |

3.4 Proof of Theorem 2.2

Exponential decay of fractional moments of Green’s function implies dynamical localization
for band matrices of the type U, = D,,S, as shown in the following result.

Theorem 3.9 ([17], Theorem 3.2) Assume that the random variables wy satisfy the
conditions of Theorem 2.2 and that for some s € (0,1), C < 0o, a >0 and € > 0,

E(|G=(k, DI") < Cem !
for allk,l € Z and all z € C s.t. 1 — e < |z| < 1. Then there is a C < co such that
E sup | (en, f(Us)er) || < Cemolh=tl/e
FEC(S) [ fllo<1
for all k,l € Z.

With the identification of the basis elements ea, = | 1) ® |k), earp+1 = | }) ® |k), see after
(2.21), we immediately obtain that Theorems 3.3 and 3.9 imply Theorem 2.2. [ |

4 Temporal disorder

For the sake of comparison, we briefly consider in this section the case where the disorder is
introduced in the model through the time variable. This means that at each time step, the
evolution of the coin variable is randomly chosen within a set of iid unitary 2 x 2 matrices
{C%}rez. Therefore, the random evolution after n steps reads

U(n,0) =U,Up—1---UUy, where U= S(Cp®I). (4.1)

As we will see, our choice of random unitary matrices {C }rez

C = (4.2)

it ot
e Ykt elwkrl

I N R
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with {w) }rez U {w}, }rez iid subjected to the condition

E(el“r ) = E(e'*r ) = 0, (4.3)
naturally leads to the study of (classical) persistent random walks. For notational reasons
which will be clear below, we change notations to 1 = 41, = —1 so that

M =1+1), [W=|-1), Pi=Pu, P =P (4.4)

We first state a deterministic result dealing with expectation values of position opera-
tors at time n.

Let X denote the position operator on C? ® (?(Z) defined by (X)(z) = (I ® x)u(z),
T € Z, on its maximal domain

D=S¢eC’PZ),st.> Y [[(Pr@z)y()|z < oo

r€Zoe{+1,—1}

For f : Z +— C, we define the operator F(X) on C? ® I2(Z) by (Fi)(x) = (I1® f(x))y(z)
on its maximal domain D via the spectral Theorem. For any ¥y € C? ® [?(Z) such that
U(n,0)1o € Df, we note

(Wo, U(n, 0)" F(X)U (n, 0)tho) = (F(X))uso (n). (4.5)

Explicit computations with Py; = | £ 1)(£1]| yield the following Lemma:

Lemma 4.1 With the notations above,

Z > P CpPpCi@z+ ) o)

[J‘11[J'7171...[J'1 =
T wEL =1
= > Z Ji(n) ® |z + k) (x| (4.6)
TE€EL k=—n
where
Jr(n) = Z P, Cp---P, Cy € My(C) (4.7)

Tn,y e
n
sh_y oJ,k

satisfies Jp(n) = 0 if k and n have different parities or if k > n or k < —n.

Moreover, if Uy = ¢o ® |0), we have for any f : Z — C and all n € N,

(F(X Z f(k) (po, Ji (n)Jk(n)po) c2 » (4.8)

k=—n

where Wi (n) = (o, Ji; (n)Jx(n)po) 2 satisfies

Wi(n) >0 and Y Wi(n) = |0l (4.9)
k=—n
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Remarks:

i) If the initial coin vector g is normalized, which we assume from now on, then the
quantum mechanical expectation value of the operator F(X) at time n coincides with
the expectation value of the function f with respect to the classical discrete probability
distribution {Wx(n)}rei—n,...ny o0 {—n,...,n} C Z. The quantity Wy(n) is interpreted
as the probability to reach site k € Z in n steps.

ii) The probabilities {Wx(n)}re{—n,...n} are actually po-dependent random variables for
randomly chosen coin operators {Cy }rez with arbitrary distribution. Taking expectation
with respect to the distribution of the C}’s, we get a new discrete probability distribution
on {—n,...,n} C Z given by {w(n)}re{—n,...,n} with

wk(n) =EWi(n)), ke{-n,....,n}, ¥YneN, (4.10)

with same interpretation in terms of a classical random walk on Z.

We shall focus on the expectation value of the quantum mechanical moments of the
position operator for our choice (4.2) of {C}}rez under condition (4.3), for a normalized
initial condition of the form ¥y = ¢ ® |0}, i.e. on

E((X") (0 Z Efwi(n) as n — oc. (4.11)

k=—n

We remind the reader that a persistent or correlated random walk on 7Z is determined
by a probability p that the walker moves one unit in the same direction as in the previous
step, and a probability 1 — p that the walker moves one unit in the opposite direction to
the last step. See e.g. [29].

We let S, = 37, 0 with o; € {—1,+1} be the random walk defined by P(S,, = k) =
wg(n). This random walk is characterized as follows.

Proposition 4.2 Assume the matrices {C}rez are given by (4.2) and (4.8) holds. Take
Yo = po @ |0) with pg = a|+) + B|—) € C* normalized. Then S, is a persistent random
walk with parameters

P(o; = +1) = |a)*t* + |8)*r?* — 2R(@B)rt :=a

(
(01 = —1) = |a*r? + |B]** + 2R@B)rt :=b=1—a
(
(

<

=

~
<.

g +1|Jj_1:+1):P(0’j:71|O'j_1:71):t2
gj —1|0'j_1=+1):P(0'j:—|—1|0'j_1:—1)=7“2:1—t2,

<

for j > 2.

Proof: For n € N, let ¢ = (01,09,...,0,) € {—1,4+1}". We need to consider

wi(n) = > E({@o, C; Py C3 Pyy -+ CiiPoy Py, Cry -+ Py, Cripy)),  (4.12)
o0’ e{—1,+1}"1
Z" 195 Z] 1";—k

where ¢, = o/,. With P, = |0){(o|, 0 = £1, and reorganizing the product, the scalar
product under the sum equals

(o, C1p0) (o1, C1p0) H 5 Ciol {o%,Cj0% 1) (0}, Cjo-1),
j=2
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where the first two factors can be further expanded as

(a (0],C1+) + B o}, Ch —>) (a(al,Cl +) + Bloy, Oy —>).

By independence, the expectation factorizes and, with the notation (o, C1) = Cy ,, 0,7 €
{+1, -1}, we immediately get from (4.2) and (4.3)

]E(Cgéyggilcojvgjfl) =0 if 0;— #o4, Vi>2

This, together with the conditions o, = o7, and 377, 0 = 337, 0 = k in (4.12), imposes
oj = o for all j > 1. Hence, (4.12) reduces to

wi(n) = (4.13)
n
Z ]E(|a|2|0017+1|2 + |ﬁ‘2|001,—1|2 + 2%(5‘6001,—10017-&-1)) H IE(|CUJ7UJ—1 |2)v
cE{-1,+1}7 j=2
S0y o=k
where

E(|Cy141]?) =E(C_1,_1]?) = #?
E(|C+1,—1‘2) = ]E(|C_17+1‘2) = 7’2
E(Co1,-10-1,41) = —E(C41,-1C41,41) = 7t (4.14)

The result then follows with the definition of S, = > 7_, ;. |

Persistent random walks or correlated random walks are well known and have been
studied in many details and greater generality, ours being the simplest instance. See e.g.
[29], [13] and the references therein. In particular, when r = ¢ = 1/1/2, the persistent and
symmetric random walks are equivalent. Also it is known that the first moment is finite
and that the second moment is proportional to n for n large. This leads to the following
diffusive behaviour:

lim
n—o00 n

i EDal) _ 0

(4.15)

For completeness, we provide below a simple proof of the fact that all moments of the
persistent random walk display a diffusive behaviour, a statement that we couldn’t find as
such in the literature, although certainly well known.

Proof of Proposition 2.4. We assume the hypotheses of Proposition 4.2 and use the
familiar setup of generating functions together with a classical scaling argument.
We consider only the situation r # ¢ which differs from the usual symmetric random walk.
Let w(n) be the conditional probabilities

wif(n) =P(S, = kloy, = +1) st w(n) +w;y, (n) = wi(n).
Thus we have, for n > 1 and |k| <n

w,j(n +1) = rzw,;_l(n) + t2w,j_1(n)

wy (n+1) = tPwg,(n)+r*wl(n) (4.16)
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with
wi(1)=a, wj(1)=0. (4.17)

Moreover, wi(n) = 0 if |k| > n. We introduce the generating functions ® and ¥,, by

n

er(z) = ) eFuwii(n),

k=—n

U, (2) = ®f(2)+®,(z), VzeC. (4.18)

~(2))T, we have

As a consequence of (4.16), introducing ®,,(z) = (®,} (z), ®

D,11(2) = M(2)P,(2), with (4.19)

tQ eiz 7"2 eiz aeiz
M(Z) = [ r2e—iz  $2p—iz } and <I>1(z) = [ he—12 ] .

This allows to determine explicitly ®,(z) and

U(z) = <{ 1 },M"‘l(z)fbl(z)>, n> 1, (4.20)
and, in turn, all moments of the probability distribution {wg(n)}rez.

We consider now the diffusive scaling introducing the macroscopic time variable N =
nt, where 7 >> 1, 7 € N and the macroscopic space variable K = /Tk, such that
K/vVN = k/+/n remains finite. Expecting a probability distribution {wy(n)}rez asymp-
totically invariant under this scaling, we are led to the study of the generating function at
z =y/+/T in the limit 7 — oo:

Lemma 4.3

. 2
lim eZ%kwk(Tn) = e_";?yQ, (4.21)

uniformly in y in any compact set of C.

Since the functions of y involved are entire and the convergence is uniform in compact sets,
we can differentiate the above identity w.r.t. y as many times as we wish. In particular,
differentiating L times with n = 1 and setting ¥y = 0 immediately yields the following
Corollary which ends the proof of the Proposition 2.4:

Corollary 4.4

T ik o\ L/2
i 3 Uruin = (5) moenr, (1.22)

TEN f—_ r

where Hy, denotes the Hermite polynomial Hy(z) = (—1)Le /2 (d%)L e /2,

Proof of Lemma 4.3. Note that the left side of (4.21) equals

tim WV = i ([ ] | Pnenn) )

so that we are interested in small values of z = y/1/7. For |z| small enough, we compute
the spectrum of the analytic matrix M(z)

o(M(2)) = {A1(2), A2(2)} (4.24)
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with distinct eigenvalues

A1 (2) = t?cos(z) £ v/t cos(z) + 1 — 2t2.

1
2

Hence, for |z| small, there exists an invertible matrix R(z), analytic in z, such that

M™(2) = R-1(2) { A (2) X;Z) ]R@).

For |z| small enough, we have

2

2 2 4
212 —r?)
2 2 2 4
nE) = @)+t o,
whereas
1 —— 1
-1 —1 * : -1
M (0) =M (O) = m |: 7712 t2 :| SatlSﬁeS M (O) |: 1 :| = |:

and

R(0) = R*(0) = R1(0) = % [ C ]

Since (4.27) yields for any y € C and 7 large enough
2
My/VI)™ = e ET 4 0(ny /)
t2
Maly/ VO = (=) 2 4 Oy’ /7).

we eventually obtain, since |r? —t?| <landa+b=1,

i ([} [ wvme) -

T—00
2 2
ez 1 a+b _ e_ny2 2tf2
0 0 0| a—-0

A Appendix

A.1 Proof of Lemma 2.1
Introducing the discrete Fourier transform F : L2([0,27),C?) — C? ® I?(Z) by
1 27

(Ff)k) = f(k) = o= (x)e " da,

_271— 0

—_ =

(4.25)

(4.26)

(4.27)

(4.28)

(4.29)

(A1)

we get that U is unitarily equivalent to a multiplication operator by a matrix V' (z).

FIUF = multV(z) = mult { e:) 69;5 ] C.
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The matrix V(z) is entire in z, and unitary for = real, which means that its eigenvalues
{a1(z),az(x)} and eigenprojectors {P;(x), P>(z)} are also analytic functions of x € R,
even at the possible crossings of eigenvalues for x € R. Moreover, for any n € Z,

V' (x) = Py(x)a} (z) + Pa(w)aj (a). (A.3)

Similarly, the position operator K = (I ® k) is unitarily equivalent to differentiation w.r.t.
2 (on its natural domain):

FIKF =—id,. (A.4)

In particular, for ¥ € C? ® I*(Z) such that F~'¥ = f € L?([0,27),C?) and ¥ in the
domain of K2 = (I® k)2, we have for all n € Z,

27
(K?)y (n) = (¥, U KU = /0 100 (V™ (@) f(2)) |2 dv. (A.5)

Now, it is not difficult to see by explicit computations that this quantity behaves as n? for
n — oo, unless the analytic eigenvalues {ay (), az(z)} of V(x) are independent of z. We
have

a1 (z)az(z) = det V(z) =det C  and g (x) +az(z) = tr V(z) = e a +ed.  (A.6)

Hence the eigenvalues ¢ (z) are independent of z iff a = d = 0. |

A.2 Positivity and continuity of Lyapunov exponent

This Section is devoted to the proof of Theorem 3.1.

Remember that we take u to be absolutely continuous with density 7 € L*°(T) having
support with nonempty interior and that the transfer matrices T,(6,7) are given in (3.4)
(with wo, = 0 and wa,—1 = 7).

To prove Theorem 3.1, we use Furstenberg’s theorem, which is developed for real square
matrices. We thus map T, € My(C) (square 2 x 2 matrices with complex entries) into
&(T,) € My(R) using the bijection

¢ { a b } { IRea + JIma IReb+ JImb ]’ (A7)
c d IRec+ JIme IRed + JImd
where
I:{(l) (1)} aLndJ:{_O1 é]
We refer to [9] for more detail on this transformation. In particular, we have
le(A)] = v2[lA], (A.8)

where the norms are given by || X||? = Tr(X*X), for X € My(C) or X € My(R), and
that if A € My(C) satisfies |det(A)| = 1, then |det£(A)] = 1. Due to (3.5), we have
|det £(T.(0,1m))| =1, for all z # 0 and all 4, 7.

Relation (A.8) together with the fact that £(AB) = £(A)¢(B) shows that the statement
of Theorem 3.1 is equivalent t0 limy, o0 2 [|£(T%(0n,70)) - - £(T=(61,m1))|| = 7 almost surely,
for the same deterministic v > 0 as in Theorem 3.1.

The measure p on T induces a measure on My (R), supported on the subset

M = {f(TZ(Q, n)),0,n € supp,u}. (A.9)
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We call the induced measure again u. Let Y7,Y5, ... be iid random matrices in My (R) with
common distribution p. If the integrability condition

E [max{log ||Y1|],0}] < o0 (A.10)

is satisfied, then the upper Lyapunov exponent v € R U {—o0} is defined as
.1
v:= lim —E[log||Y,---Yi|l].
n—oo n

The theorem of Furstenberg and Kesten ([8], Theorem 4.1) states that if in addition the
matrices Y; are invertible (Y; € GL4(R)), then

1
lim —log|Y,---Yi|]| =~ (A.11)
n—oo N

almost surely. In our case, Y; = £(T.(6;,n;)) is invertible, and ||Y;| < C is uniformly
bounded in 01,7m; (see (3.4)), so that (A.10) is trivially satisfied. This implies that (3.12)
holds almost surely, with a deterministic . Moreover, since S = T, (6,,,7,) -+ - T-(61,1m1) isa
2 x 2 invertible matrix, we have ||S|| = [|[S™!|| > 1, and therefore v > 0. The remaining part
of the proof of Theorem 3.1 consists in proving that 7 is strictly positive and continuous.

Let G, C GL4(R) be the (multiplicative) group of matrices generated by the transfer
matrices T, (6, 7n), where 0,7 vary throughout the support of the measure p. Here, 2 is fixed
and not displayed in G,,.

Theorem A.1 (Furstenberg, [8] Thm. 6.3) Suppose thatG,, is strongly irreducible and
non-compact. Then the upper Lyapunov exponent associated with any sequence of random
matrices Y1,Ya, ... in SLa(R) Nsuppu, éid with common distribution p, is strictly positive.
This means that (A.11) holds with v > 0.

Now we show that G, is strongly irreducible and non-compact.

Lemma A.2 Ifsuppy contains two distinct points, then G, is not compact for all z # 0.

Proof. For fixed z = Rel®, we have

—i(0+a) 2 ,i(0+a+n+a) 2 _
e Re +r rt
Tz(evn) =T p |: :| ’

R —rt 12
and a direct calculation shows that

el(0—n) 1 (ai(0—n) _
T.(n,0)T:(n,m) " = (T2(0,0) "' T2(0,m))" = { i) . CY } '

Both operators T (n,0)T,(n,n)~" and T,(0,0) 'T.(0,n) belong to G,, and hence so does
their positive-definite product,

_ _ r [ olei@-—m _ 1| l(0-m _1
0<M:= Tz(ﬁv H)Tz(m??) 1Tz(9a 9) 1Tz(6a77) =1+ ; |: te|7i(9777) — ]_| 0 :l :

Note that the r.h.s. does not depend on z at all. Since the determinant of the last matrix
is —:—; \eiw*”) -112 <0, G, contains a non-negative matrix M having an eigenvalue strictly
larger than one. It follows that |M™| — oo as n — oo. Thus the group generated by the
&(T.(0,m)), 0,n € suppy, is not compact. [ ]

24



Finally we prove strong irreducibility of G,,. Let J be a non-empty open interval,
J C suppp. Since the subset of matrices M’ obtained from M, (A.9), by restricting
6,n € J, is a continuous image of the connected set J x J C R?, M’ is a connected set
in My(R). Strong irreducibility of M’ (which implies strong irreducibility of M) is then
equivalent to irreducibility of M’, see [8] Exercise IV.2.9.

Lemma A.3 The only subspaces V. C R* invariant under the action of M’ are V = {0}
and V = R*. Hence M' is strongly irreducible. Since M’ C G,,, we have that G, is strongly
irreducible.

Proof. We just need to show that V = {0} and V' = R* are the only invariant subspaces
of M. Let z = Re'® # 0 be fixed. One easily finds that

1
&(T,) = = [Ty cosp + Tosing + T cos x + Tysiny], (A.12)

where ¢ = a 41, x = o+ 0 vary in the open interval o + J, and the matrices T} are given
by

1 000 0 1 0 0
2|0 100 2| -1 000
hi=FE"\4 00 0] =R 0 0 0 0]
00 0 0 0 0 0 0
r2 0 —rt 0 0 —r2 0 rt
0 r? 0 —rt r2 0 —rt 0
Ti=1| 4 o ¢ 0 |’ Ty = 0 rt 0 —¢
0 —rt 0 2 —rt 0 12 0

By taking derivatives in the angles, we see that if V' is invariant under M’, then V is
invariant also under the action of —T7 sin ¢ + T cos ¢ (and —T5 sin x + T cos ), and hence
(by again differentiating) V' is as well invariant under the action of T3 cos ¢ + Tz sin ¢ (and
T5cos x+Tysin ). Therefore, — T sin? o+ T sin ¢ cos ¢ and T cos? ¢+ T sin ¢ cos @ leave
V invariant, and hence so does 77 (the difference) and consequently 75 as well. Similarly
one sees that T3,Ty leave V invariant, too. Hence any subspace V invariant under M’
must be invariant separately under 77, T5, T3 and T}.

Consider first V with dimV = 1, i.e,, V = (v) (real span). It is easy to see that the
only possibility for v resulting in a V' invariant under Ty +T5 and 11 — 15 is v = aes + Bey
(canonical basis elements of R*). But either such V is not left invariant under the action
of T3. Consequently, no one-dimensional subspace is invariant under M.

Consider next V with dim V' = 2. Since T3 is real symmetric and must leave V invari-
ant, V must be spanned by two eigenvectors of T5. One easily finds that T3 has eigenvalues
{0, 1}, both twice degenerate, that a basis for the kernel of T3 is {[1,0,7/t,0]*,[0,1,0,7/t]'}
(transpose), and a basis of the eigenspace with eigenvalue 1 is {[1,0, —t/r, 0], [0, 1,0, —¢/7]*}.
There are three possible cases: 1. both eigenvectors spanning V' belong to the kernel of T3,
2. both eigenvectors spanning V' belong to the eigenspace with eigenvalue 1 of T3, or 3.
one eigenvector belongs to the kernel of T35 and the other one belongs to the other spectral
subspace. Either of these three cases can be analyzed separately, and one finds that none
of the thus formed spaces V' with dim V' = 2 is invariant under all of the T}, j = 1,2, 3, 4.
In conclusion, no two-dimensional subspace is invariant under M.

Consider now V with dimV = 3. Then V' has dimension 1 and is invariant under 75,
since the latter is real symmetric. Hence V* is spanned by one of the eigenvectors of T.
In the same way, one sees that ¥+ must also be invariant under 7}, and one finds easily
that this implies that V1 = {0}, a contradiction to dim V' = 3. This shows that there is
no three-dimensional subspace invariant under M. Lemma A.3 follows. ]

25



This proves all assertions of Theorem 3.1, except for the continuity of z — ~(z). How-

ever, the latter has been shown to hold in Section VII of [16] (Theorem 7.1). |
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